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Abstract

We present in this report structure preserving integrators based on the discretization of the
Lagrangian field theory. The particular case where the configuration space of the system is a Lie
group is then studied to introduce Lie group variational integrators. This type of integrators is
applied on the Reissner beam model, and applications for sound synthesis are presented.

Keywords Lie group variational integrators, multisymplectic geometry, structure preserving inte-
grators, Reissner beam.

Résumé

Dans ce rapport sont présentés des intégrateurs numeriques, basés sur la discrétisation de la
théorie lagrangienne des champs et préservant la structure des sytemes. Le cas particulier ou ’es-
pace de configuration est un groupe de Lie est ensuite étudié afin d’introduire les intégrateurs
variationnels par action d’un groupe de Lie. Ce type d’intégrateur est appliqué au modele de la
poutre de Reissner, et des applications pour la syntheése sonore sont présentées.

Mots-clés Intégrateurs variationels par action d’un groupe de Lie, géométrie multisymplectique,
intégrateurs préservant les structures, poutre de Reissner.
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Part 1
Introduction

1 Context

In many scientific domains such as computational chemistry, weather forecasting or sound synthesis,
physical models use time and space scales much smaller than those of the desired output; for example,
sound synthesis is ideally performed at sample rates higher than 40kHz over periods of time that exceed
several seconds or minutes. Complex physical systems are modelled by Partial Differential Equations
(PDEs) whose analytical solutions cannot be determined in general, and are thus approached by
numerical methods. The High Performance Computing (HPC) could offer new possibilities for those
simulations that demand more and more machine power.

However, the HPC cannot compensate the drawbacks of some computing methods which are useless
because of the very nature of some of the physical problems : the modelled physical systems evolve on
curved configuration spaces, namely manifolds, making them intrinsically non linear. The non linear
effects have a huge impact on the results of the numerical methods, making them irrelevant. Without
taking into account their intrinsically non linear structure, the small scale errors percolate to large
scale errors and cannot be avoided by simply increasing digital precision.

Algorithms built to preserve the geometrical structure of the physical systems do not present this
problem. The so-called geometrical integrators are numerical methods with built-in geometrical prop-
erties conservation, which makes them more robust than general purpose methods. Numerous ex-
amples have already been deployed in fields from mechanics to financial prediction, that show new
possible applications to the HPC domain.

2 Purpose

The main purpose of the internship is to show the interest of geometric integrators for High Perfor-
mance Computing by building a Lie group multisymplectic integrator, and compare its application
on the Reissner beam problem to the associated integrable solutions in order to show its structure
preserving features.

The internship is done at the Institut de Recherche et Création Acoustique/Musique (IRCAM) in
the S3AM team under te guidance of Joél Bensoam. This production contributes to the elaboration of
a project draft, which presents the interest of several mathematical theories for HPC — among which
the evoked methods, the Port Hamiltonian Systems (PHS) and the stochastic integrators — in order to
obtain a funding from the European Union for the creation of an international consortium of research
institutes, lead by IRCAM in the person of Joél Bensoam and Thomas Hélie, and focusing on building
frameworks for massively parallel exascale computing.

3 Summary

This report presents the general formalism of Lie group multisymplectic integrators, followed by an
application on the Reissner beam problem, that can be used in sound synthesis to model a string.
The formalism of multisymplectic Lagrangian theory is presented in part III. It is the generalisation
of the symplectic case presented as an introduction (see part II) to the multisymplectic setting. The
discrete counterpart of the discrete multisymplectic Lagrangian formalism is introduced in part IV.
The case where the configuration space is a Lie group yields new results for the continuous and
discrete formalism, both presented in parts V and VI. Finally, those results are applied in the case of
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the Reissner beam problem, for which the continuous and discrete models are introduced, a hint on
possible integrable solution is given, and applications to sound synthesis are presented.

The continuous formalism of parts III and V are mainly inherited from Bensoam [1] and thus do
not constitute a personal work; however, the example on the pendulum in section 8 is by us. Their
discrete counterparts are the generalisation of particular applications found in several sources (see
Marsden [11] and Vankershaver [15] for example). The Reissner beam discrete model takes elements
from Demoures [4].

This work has been presented along with Joél Bensoam to several mathematics and HPC commu-
nity partners of the GEOdESIiC project during a working trip to Edinburgh (Scotland), Groningen
(Netherlands) and Trondheim (Norway); this was the occasion to confront this work to other areas,
such as PHS and HPC.

We shall point out that the focus is not on the HPC aspects of numerical methods in this report.
The subject of applying the presented methods on HPC is a non trivial problem in itself, and we did
not have the scientific maturity to tackle it within the six month duration of the internship; this is
one of the purposes of the GEOdESIC project.



Part 11
Introduction to Lagrangian mechanics and its
discretization

We introduce here the approach involved in continuous Lagrangian mechanics, and how to discretize
it in order to conserve the structure preserving features.

Section 4 gives the general ideas and philosophy of Lagrangian mechanics in the case where the state
of physical systems only varies along time. The goal of this quick introduction is to grasp the main
concepts before introducing the more complex case of the Lagrangian field theory which involves the
same principles. After introducing the Lagrangian and the action map, we obtain the Euler-Lagrange
equations through the Hamilton principle. The two main results of quantity preservation are then
proved, namely the symplecticity of the flow and the preservation of momentum maps on solutions.

Section 5 presents the ideas behind the discretization of the Lagrangian mechanics and gives an
overview of the current state of the art. The same concepts will be use to build the discretizations in
parts IV and VI in the multisymplectic case.

4 Lagrangian mechanics

This exposition is mainly inspired by the beginning of Marsden [12].

A physical system is represented at each time by its position (g, q) in a tangent bundle T'Q with
(@) an N-dimensional configuration manifold, and let £ : TQQ — R be a Lagrangian associated to the
problem. The action map is defined as the time integral of the Lagrangian along a curve :

T
Alg) = /O £(q,q)dt

The Hamilton principle stands that solutions g of the problem are critical points of the action map
fixed at the endpoints, that is, for any variation dq of the curve g,

T
oL d 0£
dA(q) - 6q = - — ) aqtdt - 0q)d = 4.0.1
A oa= [ (5 = Gipex ) da'de + 02(0) - 3] =0 (10,1
where O, = %. When the endpoints of the curve ¢ are fixed, the integral on the boundary of the

time interval vanishes in (4.0.1), and as the variations dq are arbitrary, we obtain the Euler-Lagrange

equations
d 0f oL

Gt 9t 0 (4.0.2)

which are the equations of motion.

Symplecticity of the flow Let the flow F; : TQ) — T'Q be defined as Fy(vq) = (q(t), ¢(t)) where
q is a solution of the Euler-Lagrange equations (4.0.2) such that (¢(0),¢(0)) = v, € TQ, and let
A : TQ — R be defined such that

t
Ai(vg) == / £(Fs(vg))ds
0
then for any variation dv, of initial conditions, we obtain

dAi(vg) - 6vg = O (Fs(vg)) - 6 (Fs(vg)) — O£ (vg) - 6vg = (F'Or — O ) (vg) - 60
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since the integral on the interior of [0, ¢] in (4.0.1) vanishes along solutions of Euler-Lagrange equations.
Taking the differential of d.A; yields

0=ddA; = F/dO, — O,

or equivalently
FiQpe=Qp (4.0.3)

where Qp is called the symplectic form. This property is called the conservation of the symplectic
form by the Lagrangian flow, or simplecticity of the flow for short.

Noether theorem Let G be a Lie group leaving the Lagrangian £ invariant and acting trivially on
time, then the action A is invariant under the action of the group. This implies the existence of an
infinitesimal generator £ € g of GG such that £1dA; = 0 on solutions, hence

0=EC4(F/Op—0Og)=F(£00,) — 4O,

or equivalently

Ff(£.0,) =£0, (4.0.4)

The momentum map J¢ : TQ) — R defined by J¢ := .0 is therefore conserved by the flow, that is,
is invariant on solutions of the problem. This is the result of the first Noether theorem.

5 Discretizing the Euler-Lagrange equations

We introduce here the approach that will be used later to obtain the discrete counterpart of Lagrangian
mechanics.

One way to obtain a numerical method is to discretize the Euler-Lagrange Ordinary Differential
Equations (ODEs) in time using an approximation of time derivatives with finite variations — for
example, the first derivative can be approximated by the slope of the line between two consecutive
points. This method is straightforward, resolving in an exploitable numerical method. General purpose
methods, such as those based on Runge-Kutta, have reached a certain maturity after decades of
improvement. However, those give no guarantee on the conservation of invariant quantities, such as
momenta or total energy for a closed system.

Another approach is to take a step back and discretize the Lagrangian instead of the Euler-Lagrange
equations. In the same way the Euler-Lagrange equation has been obtained from the application of the
Hamilton principle to the Lagrangian, its discrete Euler-Lagrange equation counterpart is obtained
from the discrete Lagrangian. The knowledge of the Lagrangian allows, both in continuous and
discrete settings, to look for geometrical symmetries. The Noether theorem can then be applied, giving
some geometrical invariants of the system, yielding useful guarantees on its behaviour. Moreover, the
symplectic form is conserved by both continuous and discrete Lagrangian flows. The deduced numerical
methods are called structure preserving integrators, and have been actively developed in the 1990’s,
and are now very well documented (see Marsden [11] for an exposition of the continuous and discrete
Lagrangian field theory, and Hairer [7] for a general overview of the properties of structure preserving
methods for ODEs).

The two approaches described above can be summed up by the following non-commutating diagram

Lagrangian Discrete Lagrangian
£:7TQ —- R Lg:QxQ—R

| |

Euler-Lagrange ODEs ———— Discrete Euler-Lagrange equations
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For a little more than a decade, the extension of this principle in the multisymplectic setting has
been studied, that is, when the base space is not restrained to time alone, but also takes into account
several spatial dimensions; this should be seen as the generalisation of the previous setting. Similarly,
the idea is to obtain the discrete Euler-Lagrange equations by discretizing the Lagrangian and apply-
ing the Hamilton principle on it, instead of directly discretizing the Euler-Lagrange PDE. Again, the
application of the Noether theorem leads to geometrical invariants in both continuous and discrete set-
tings, and an analogous to the symplectic flow property, the multisymplectic form formula, arises (see
Echeverria-Enriquez [13] and Marsden [12] for respectively continuous and discrete multisymplectic
settings).

Finally, the particular case where the configuration space is a Lie group allows for a reduction of
the Lagrangian and yields the conservation of momenta through Noether theorem in both continuous
and discrete settings. The symplectic Lagrangian formalism with Lie groups is well documented (see
Holm [8] for an introduction on rigid body dynamics), but the use of Lie groups in Lagrangian field
theory and in its discrete counterpart is a much more recent development (see Vankershaver [15] for
a general overview of both continuous and discrete multisymplectic settings with Lie groups, and
Demoures [4] for a study of the properties of multisymplectic Lie groups variational integrators). This
is the approach we will be presenting in parts V and VI, and that will be used to tackle the problem
of the Reissner beam in part VII.



Part 111
Multisymplectic Lagrangian theory and Lie
group symmetries

This part introduces the multisymplectic Lagrangian theory, which is the generalization of the La-
grangian mechanics when the physical system does not only evolve along time, but also along spatial
dimensions. The physical invariants of the system, namely the multisymplectic form and the momenta,
are characterized. Finally, an example is given in section 8 with the pendulum; it is not multisym-
plectic, but its simplicity helps to grasp the concepts that will be used in the multisymplectic case on
the Reissner beam problem in part VII.

6 Lagrangian field theory

The interest of the Lagrangian field theory is to formulate the partial differential equations describing
the system in a geometrical manner, that is, to represent the solution of the equation by a sub-manifold
such that the constraints expressed by the equations are translated by the fact that some differential
forms cancel on the sub-manifold. This approach yields an intrinsic formulation that may simplify the
computation, and also allows to look for equivalences between PDEs by looking for invariants.

6.1 First-order jet bundles

Let M be an orientable smooth manifold, F a smooth manifold and (E,w, M) a principal smooth
fibre bundle over M of typical fibre ). The base M of the fibre bundle represents space-time, and its
dimension is dim(M) = n + 1 with n the number of spatial dimensions. In the symplectic case, n =0
and only time is taken into account; multisymplectic case takes place when n > 0. @ is the parameter
space of the considered physical system, and is of dimension dim(Q) = N. For example, in the case
of a rigid body motion, N = 6 (3 translations and 3 rotations).

Let I'(m) be the set of global sections of the fibre bundle (E,m, M) (also denoted by 7). If U is an
open subset of M, we write I'y(7) the set of local sections defined on Y. In particular, the section
defining the trajectory of a physical system in its configuration space along time belongs to I'y/(7) for
a given Y. From now on, the sections are supposed to be smooth, that is belong to €*°(FE, M).

Let (J'E, 7!, E) be the bundle of 1-jets of sections of 7. Roughly speaking, the manifold J'E will
be defined as the space of the derivatives of the parameter space with respect to the base space, which
in the simple case of E being position and M time, would be velocity space. For P € E, JLE is defined
by JIE = preim_1({P}); it is the fibre of J'E corresponding to P, and its elements are denoted by P.
Let g7 : J'E — M be defined as jm = w o w!; 7w and m! being fibre bundles, this defines a new fibre
bundle (JE, ym, M).

A local coordinate system is defined such that elements of M are noted by a local system x =
(z*), p =1,...,n + 1, and those of Q by y = (y*), A =1,..., N, where x and y are homomorphisms
from M to R™! and @ to RY respectively. Any element of E is denoted by the local coordinate
system (z#,y4). Let ¢ € T'y () be a local section of 7 defined on U C M, ¢ is entirely determined by
the functions ¢4 : U — F such that Vo € U, ¢(z) = (z*, 2 (z)).

In the same manner, a local coordinate system on J'E can be constructed from (z*,y4) such that
any element P of J'E is denoted by the local coordinates (z#, y4, vl‘j‘) where

dpA
A_ [ Y¥Y
= (aas)‘
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with 71(P) = P, 7(P) =, y4 = ¢}(x) and ¢ : M D U — E is a representative of P. For any given section
¢: M DU — E, the section j'¢ : M DU — J'E is defined so that Vo € U, jlo(x) = (zH,y4, %’I).
Let TM = |J,cps ToM be the tangent bundle to M, let (5“) € T, M be a basis of fibre T, M
associated with the dual base (dz,) € T M so that dxu(gy) = 4} In the same manner, let TQ be the
tangent bundle to Q with basis (94), TE the tangent bundle to E with basis (5#, d4) and TJ'E the
tangent vector space to J'E with basis (8_;“ D4, 5;?)
Given any P = (z#, y4, U;?), there always exist a section ¢ representative of P such that

- (])

U = Oz,
Sections ¢ : M D U — j'E that have an antecedent ¢ by j'- so that 1) = j'¢ are called holonomic
sections. The proper definition of that term is the object of section 6.2.

6.2 Contact form
Let ¥ : M D U — J'E be a holonomic section of jm, let P = (x“,yA,v;‘) be a point of ¥ (U) and
= a“gu + BAgA + 'y;fé;‘f € TsJ'E be a tangent vector to 1) at point P, then % checks

dy? (@) — U;‘dx“(ﬁ) = g4 — a“vl’:‘ =0 (6.2.1)

This is the intuitive reason to introduce the contact form, used to characterize the holonomic sections
of JIE.
6.2.1 Contact form

First we define the vertical differential; let V(7) = KerT'w be the vertical bundle associated with =
and V(r!) = Ker T'r! the vertical bundle associated with .

Definition 1 (Vertical differential). Let ¢ : U — E be a section of m, the vertical differential of the
section ¢ at point P € ¢(U) is the map

Ao : ToE — Vo(n)
ur u—Tp(pomu

For any section ¢ = (z*, ¢ (z)) of 7 and VP € ¢(U), we have the following results :

dy (9,) = — 007 5, (6.2.22)
oxH (P)
dy ¢(9a) = a (6.2.2D)

For a given section ¢, dY¢ only depends on jl¢(m(P)) = g—i’
™

defined using dY ¢.

); the contact form can now be
P

Definition 2 (Contact form). Consider P € J'E, the contact form of J'E is the vectorial 1-form in
J'E defined at point P by
Op : Ts J'E — V(m)
@ s dY (T (1)

with ¢ any representative section of P.
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The definition of 65 only depends on P and not on a particular representative section. For any given
point P, and any section ¢ representative of P, the contact form may be evaluated on the base vectors

(8_;“ da, 5;?), and, using the equalities (6.2.2a) and (6.2.2b), gives the result

Hence, let 4 = a“gu + A0, + 'y;?g;? be a vector of T5J'E,
Os (1) = (B — atv )
Therefore, the contact form can be written in a local coordinate system
05 = (dy” — vl‘?dx“) ® D4
=: 9A & 5,4

where 64 is a 1-form equal to dy? — v/‘fdx“. As we saw previously in (6.2.1), this equation is equal to
zero in the case U is tangent at point P to an holonomic section 1 representative of P; this is used to
define holonomic sections.

6.2.2 Holonomic section

Proposition 1. Let ) : M DU — J'E be a section of yr, then v is holonomic if and only if 1*0 = 0.

Proof. (=) : The implication has already been proven in (6.2.1).
(<) : Let us assume that ¥*0 = 0 where ¢ : Y — J'E is a section of jyr. Consider z € U, let
(zH, y4, v;‘) be a system of local coordinates on U, then 1 (z) = (z*, ¢ (), fA(x*)) and

A
70 = (6 — fAdw)F = ( O gt — fAdx{)aA-—o

From that can be deduced f = 3$, which means that VP € ¥(U), P = (2, " (2) 07 (x)), proving

? QxH

that 1 is holonomic. O

For any holonomic section ¢ and P € 9(U), v is tangent to the vector space Ker(f5) at point P,
which has (0, —H)f@A, (‘3;?) as a basis. In other words, Vi € T tangent vector to ¥ at point P belongs

to the kernel of 65, so that 65(@) = 0.

6.2.3 Lift of a vector field

In this section, we define the lift of an arbitrary vector field in y(FE) into the corresponding vector
field in x(J!E), so that it transforms holonomic sections into other holonomic sections. To do so, one
must determine the properties of a lifted vector field from x(E) to x(J'E), that is, given a vector field
Z € x(E), determine j'Z € x(J'E).
Proposition 2. Let Z = oz“gu + 8404 be a vector field of X(E) with (5;“ 5A,8_;‘?) the natural basis of
TJ'E, the 1-jet prolongation of Z on TJ'E is the vector field defined at point P = (x“,yA,v;‘) by
A A

15y _ uF 1 RAS ¢ BICT\ 54

Jﬂﬂ—w%+ﬂ%+<aw%”WQ%
where ¢4 = j1Z.04 = pA — Uf}a“.
Proof. The proof is given in appendix B.1. O



6.3 Hamilton principle

The Hamilton principle will be used to determine the trajectories of the studied physical system in
J'E, implying the introduction of the variational formulation. This section is focused on the Hamilton
principle and the way it is expressed in the 1-jet bundle formalism.

6.3.1 Lagrangian system

Let w = dz' A...Adz™ "1 € A"T1(M) be a fixed volume (n+1)-form on the manifold M, the Lagrangian
density is defined as a smooth real-valued function £ € €< (J'E).

Definition 3 (Lagrangian form). For a local system of coordinates (z*, yA, v;‘), the Lagrangian form
is defined as the jm-semibasic (n + 1)-form in J'E

L= £(" yt v
Given a bundle and a Lagrangian form, a Lagrangian system can be defined as follows.

Definition 4 (Lagrangian system). A Lagrangian system is a pair ((E,7, M), L) where M is an
orientable manifold, (E,m, M) a differentiable bundle and £ a Lagrangian form on E.

Based on the Lagrangian form, the Hamilton principle (also known as principle of stationary action)
can be defined, stating that the path of a physical system, represented by a section in J'E, will
minimise the action map.

6.3.2 Hamilton principle
Definition 5 (Hamilton principle). Let ((E,7,M),L) be a Lagrangian system, I'.(7) the set of
compactly supported sections of 7, and the action map
A:Te(m) - R
¢ — fu(jl¢)*£

where U is the domain of ¢, the variational problem posed by the Lagrangian form is the problem of
searching for the stationary sections of the action map.

(6.3.1)

In order to apply the Hamilton principle, one need to express the variation of action along an
arbitrary vector field Z € x(F); it is given by

o £ " 1 oL 1 0L .
6A = 8u(31¢) <glzJ <a ——04Ad x#+£>> /(jlqb) (gA (d (m;;l) — n+18yAdx“> Ad x#>
(6.3.2)

where (4 = j1Z_.64. The detail of this computation is given in appendix B.2.
This leads to the introduction of the Poincaré-Cartan form.

6.3.3 Euler-Lagrange equations

Definition 6 (Poincaré-Cartan form). Let £ be a Lagrangian density, and £ = £fw a Lagrangian
form, the Poincaré-Cartan form Oy is a (n + 1)-form in J'E defined by

oL

Oc = 81}

0 A", + L
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We also introduce the Euler-Lagrange 1-form ’77;4 defined by

oL 1 of
A _
T _d<avﬁ‘> n+10y4 ade”

Using this notation, the variation of action 6.4 is written

sA= [ (') (1'2.00) - / (1) (CATA A7) (6.3.3)
U
Since Z is an arbitrary vector field, we can choose one that vanishes on the boundary of the domain,
that is Z(0U) is identically null. In that case, the first integral of the variation of action is null, and the
second integral is equal to zero for any vector field Z, that is for any ¢4, leading to the Euler-Lagrange
equations

d oL 0L\, .
VAe{l,..,N}, (81:# 9o - 8yA> (jtp) =0 (6.3.4)

To sum up, the Hamilton principle has led to the fact that any solution of the problem verifies the
Euler-Lagrange equation (6.3.4).

7 System invariants

7.1 Variation theorem
7.1.1 Lagrangian multisymplectic form

Given the Poincaré-Cartan form ©,, the Lagrangian multisymplectic (n + 2)-form can be defined as
Qry = —dO,; let us compute this expression.

dgﬁzd(é)i)/\@A/\dnx“ gﬁde"‘/\d”x“+d£
SA AeAAd"x#+}r1(§"€d“A9AAd" gﬂdy Aw
%d Aw —%dv Adz? AdPz,
=TAN0A N d"zy, g’ieAA +§£0AA +g’id Aw *g%'idv Aw

= TA 64 A d"z,
Given that 77;4 and 04 are 1-forms, —77;4 AOA =04 A 77;4, we get

Q=04 ANTANd 2y, (7.1.1)

oL oL oL
QO =dyd A d dn d d
S (&)ﬁ‘)A “””“*(“ <8A> a“’)

Notice that, since (4 = j'Z.64 in expression (6.3.3), (AEA Ad"z, = j1Z.Q,. This allows is to
express the variation of action as

0A = /8 u(j1¢)* (j'Z.8r) - /u (G'o)* (j'Z0) (7.1.2)

or in coordinates

We now have the elements to introduce the variation theorem. This theorem gives a powerful way
to investigate for solutions of the Hamiltonian principle by giving equivalent propositions.
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7.1.2 Variation theorem

Theorem 1 (Variation theorem). Let ¢ be a section of 7, the following propositions are equivalent
(1) ¢ is a stationary point of the action A
(2) @& is a solution of the Euler-Lagrange equation
(3) VW € x(J'E), (j'¢)*(WQz) =0

Proof. Only the implications (1) = (2) and (2) = (3) are discussed here.

(1) = (2) This is a direct result from the computing of the variation of action in section 6.3 that
led us to the Euler-Lagrange equation (6.3.4).

(2) = (3) Let ¢ be a section of 7 and W € x(J'E), where ¢ is a solution of the Euler-Lagrange
equation.

Let X, € x(J'E) be the vector field X, = Tj1$(8,), and let X be the (n + 1)-vector field X =
(X1, ..., Xp11) tangent to jl¢, then

(71 0)" (W) (D1, vy Dir) = (W Q22)(X)
Given the fact that §4(X,) = 0 because X, is tangent to j'¢,

(WoQ)(X) = Qe(W, X) = (0 AT Ad"2,)(W, X)
= 0 W) (T A d ) (X) + (1) 04 (X) (T A d"a) (W, X))
= 0 (W)(TA A d ) (X)

where XNV = (Xl, ceey Xl/—].a X,,_H, ceey Xn+1).

In the particular case where W is tangent to j'¢, then obviously 84(W) = 0 since W verifies the
holonomic criteria. If W € V(r!), then it has no components along 5# nor 94, hence 64(W) = 0. In
either case

(W2e)(X) =0

Note that ¢ does not need to be a stationary point of A to prove the point in those cases.
In the general case where W € x(J'E), ¢ satisfies the Euler-Lagrange equation

(o) (TAnd"z,) =0
This yields . .
(') (TAAd"2) (1, v Opgr) = (T A d"2,)(X) =0

and finally
Qe (W, X) = 04 (W)(T; Ad"2,) (X) = 0

which proves the implication. O

7.2 Multisymplectic geometry

In this section, we discuss the covariant Hamiltonian field theory, which is the counterpart of the
Lagrangian field theory, and its relation to the symplectic manifold structure. After a short intro-
duction to Hamiltonian systems, we introduce the properties of the symplectic form relative to the
Hamiltonian formalism. We then explore the properties of the multisymplectic form in the Lagrangian
field theory.
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7.2.1 Covariant Hamiltonian formalism

Given a Lagrangian system (J!,£), we define its dual Hamiltonian system (J!E* ) thanks to the
fibre-preserving map FL : J'E — J'E* called the Legendre transform, which to any given element
of J'E denoted in local coordinates by (z*,y4, v;‘) associates the element (z*,y4, p/’?) where pﬁ‘ are
called the conjugate momenta and are expressed by

o£
A _
Pu vt

The relation between v;? and p/‘j‘ is a continuously differentiable bijection. To the Lagrangian density
£ corresponds the covariant Hamiltonian H expressed by
oL
H=_—vl-£

A%
(%u

and the Hamiltonian form # is given by the product of H with the volume form w.

The (n+1)-form O is defined on the dual jet bundle J! E* so that the Poincaré-Cartan (n+1)-form
is the pull back of © by the Legendre transform on J'E*; )y is defined analogously with respect to
the Lagrangian pre-multisymplectic (n + 2)-form €., yielding

O, =FL 0Oy
Qp = F& 0y

In coordinate, we have

Oy = pﬁdyA Nd"z, — Hw

Qy = dyA/\dpf/\d”a:M—FdH/\w
We introduce the canonical multisymplectic (n + 2)-form on J'E* Q= QL{ Nd 'z, = dy? A dp/‘j‘ A
d"z,; this relates to {dy thanks to the relation €13 = Q"+ dH A w. The canonical mutlisymplectic
(n + 2)-form on J!E* can now be defined by pulling back Q% = by the Legendre transform, such that

QL = FL*QuunH. We obtain the expression
0*L 0% L 0% L
=dy A [ === da” + ——dyP + o ) A"
Y <0:UV0U;;‘ Tt dyBovs vt dvBovs o T

0?L A 0* L N B . 02 L
_rvl‘avfdy /\w+78y380/§dy ANdy” Ad x”+7av§8v;‘

QE

can
A B
dy” Adv) Ad"zx,

Before we move on to the multisymplectic properties of the Lagrangian systems, we shall first discuss
the easier case of symplectic manifolds and Hamiltonian systems.

7.2.2 Symplecticity of the flow

In the symplectic setting, we only consider a one dimensional base space M, namely time; a number
of important results then arise for Hamiltonian systems that we shall point out. In the next section,
the multisymplectic setting will be presented; this reason of the current section is partly to introduce
some complex notions in this simplified setting that may be easier to manipulate and that have a more
intuitive physical meaning than their multisymplectic counterparts.

Definition 7 (Symplectic manifold). A symplectic manifold (X, Q) is a smooth manifold X equipped
with a closed non-degenerate 2-form 2 called the symplectic form.
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Let us consider a base space M of dimension 1 that we identify with time, and a configuration space
@ of dimension N, then the cotangent bundle T'Q* of the dual jet bundle J'E* is the phase space of

dimension 2N whose elements are denoted (g, p) where ¢ € Q and p := %—’g is the conjugate momentum

of g := %. The smooth manifold T'Q* equipped with the 2-form .4, is a symplectic manifold. Indeed,
Qcan is a (n + 2)-form, where n + 1 = 1 = dim(M ), and since dQeq, = d (qu A dpA) =0, dQcen i
closed.

Definition 8 (Symplectic map). A differentiable map g : Y — X, where Y C X is an open set, is
symplectic with respect to the symplectic manifold (X, Q) if

g =0Q

Let us illustrate this notion on the simple example of linear mappings in the case of the previously
defined Hamiltonian symplectic manifold. For any & = (£,,&,),v = (vg, Vp)

Qean(&,v) = dg* Adp?(&,v) = dg? (€)dp™ (vP) — dp™ (€9)dq™ (¢9) = &Myt — vt = €7 T

0 I €9 11

where J = [ ] In the case where N = 1, then Q.4 (&,v) = det [ &r yp is the oriented area of

10|
the parallelogram defined by £ and v; in the general case, it is the sum of the oriented areas of the
projections onto the planes (¢”,p?) of the N-dimensional parallelogram. Now, let A : TQ* — TQ*
be a linear mapping such that Vx € TQ*, A(x) = Ax, and let us suppose that this map is symplectic,
then V¢, v,

(A*Qcan)(ga V) = Qcan(Aga AV) = gTATJAV
= Qcan(é_a V) = gTJV

This condition is true for all £ and v if ATJA = J. In the case where N = 1, symplecticity of the
linear mapping is synonymous with area preservation (see figure 1); in fact, this property is not limited
to linear mappings and can be shown for any symplectic mapping (see section 8 for an illustration of
this property on the Lagrangian flow of the pendulum, and Hairer [7] for a complete proof).

b b
Ay

AL

Figure 1 — Simplecticity of a linear mapping in the case N = 1.

In this setting, the Lagrangian canonical symplectic form is expressed by

0*£ 0% £ 0?£
L, = dy? Adt + = dy? AdyP + = dy? A doP 7.2.1
can = rgpA Y N T gyBa A N GuBgaty MY (7:2.1)
Notice that Q£ is not completely defined on T'Q, on the contrary to Q7 who belongs to the phase

can can
space, since a term with d¢ appeared. This makes the Lagrangian canonical symplectic form less

intuitive to represent, even in the case where N = 1.

We shall see here an important property of the Lagrangian flow in the symplectic configuration,
and then, thanks to an analogous reasoning, how this property is expressed in the multisymplectic
configuration
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Definition 9 (Lagrangian flow). The flow of a Lagrangian system over time is the map that for any
initial conditions (qo, do) at time ¢y associates the solution (q(t),{(t)) of the Hamiltonian system at
time ¢,
FL:TQ — TQ
(90, 4o) — (a(t),4(t))
where (q(to),d(t0)) = (g0, do)-

Proposition 3. The flow of a solution of a Lagrangian system is symplectic relative to the symplectic
form Qp defined by (7.1.1).

Proof. Let us consider the action map (6.3.1), it is written in our setting

Alg) = / " £(q(t). d(t))adt.

to

Taking its variation relative to dq yields in accordance with (6.3.3)

) - 6o = [

to

<8£ 0 0L

p aqu) (a(t),d(8))6q™ (t)dt + [O£(a(t), d(t)) - da(t)];} -

Let (g,q) be such that (¢(0),4(0)) = (qo,do) =: vq € TQ, we define the restricted action map A; :

T@Q — R such that
t1

Ai(vg) == ) L(F7(vg))dt

where F? = (q(s),d(s)). Evaluated along a solution of the Lagrangian problem, the variation of action
becomes

dAt(Uq) : (5%) = @E(FE(Uq)) : 5(F2(Uq)) - @L(Uq) “0vg = (Fz*@ﬁ - @ﬁ) (Uq) -0

From this we get dA; = FE*G)Q — Of, and thus ddA; = Fz*@g — O, = 0; since QO = —dO,, this
yields
FEQr=Qr.

The Lagrangian flow of a solution of the Lagrangian system is indeed symlectic with respect to the
Lagrangian mulitsymplectic 2-form Qp O
7.2.3 Multisymplectic form formula

The multisymplectic form formula is the analogous of the symplecticity of the Lagrangian flow (prop-
erty 3) in the case of multisymplectic field theory.

Theorem 2 (Multisymplectic form formula). Let ¢ be a solution of the Lagrangian problem defined
onU, then for any Y, Z € x(E),

| oy y 2,00 =0 (7.22)
ou

Proof. Starting from the action variation expression (7.1.2), we write
0A = g (]1¢)* (leJ@ﬁ) — /(]1¢)* (jlz_lQE)
U u

We recall from the variation theorem that any solution of the Lagrangian system cancels the second
integral. A first variation of a solution ¢ of the system is a vertical vector field Y € x(F) whose flow
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FY is such that F o ¢ also is a solution of the Lagrangian system. In other words, using the variation
theorem, VZ € x(E),
JHFY 0 9)"(j'Z0L) =0

Taking the derivative with respect to € yields

d

| GE 00)('2.0,)) = lim LR (1 200) — 601 Z00)
€le—0 e—=0 ¢

=(j'0)" (l%i (FX* (' Z200) — (leJQ[;))>
=(j'¢)* Ljyj 20, =0

We then show that, for any ¢ solution of the Euler-Lagrange equations,

/ (') ('Y 21 Z20) = 0
ou

7.3 Lagrangian symmetries and Noether theorem

A symmetry of a Lagrangian system is defined as a diffeomorphism in the phase space of the system
that leaves the Lagrangian form invariant. This diffeomorphism can be thought of being generated by
a vector field S, leading to the introduction of the notion of infinitesimal natural symmetry.

Definition 10 (Infinitesimal natural symmetry). Let ((E,m, M),L) be a Lagrangian system, an
infinitesimal natural symmetry of the Lagrangian system is a vector field S € x(F) such that its
prolongation ;'S leaves £ invariant, that is

lesﬁ == 0

In the case where S is an infinitesimal symmetry of the Lagrangian, the Poincaré-Cartan form is
also left invariant by S.

Proposition 4. If S € x(E) is an infinitesimal symmetry of the Lagrangian system ((E,x, M), L),
then
LjigOr =0

Proof. We refer to Echeverria-Enriquez [13] for the proof. O

The first Noether’s theorem states that the existence of symmetries leads to the conservation of
quantities called currents.

Theorem 3 (First Noether’s theorem). Let S € x(E) be an infinitesimal natural symmetry of the
Lagrangian system ((E, 7, M), L), then the n-form J(S) = (j15).0( is a constant closed form on the
critical sections ¢ of the variational problem, that is the Noether current (j'¢)*J(S) is a conserved
quantity.

Proof. Let ¢ € T'(U) be a stationary point of the action, for any W € x(J'E),
(j'o)*(WadOr) =0

according to theorem 1; it is true in particular for W = j1.S. Moreover, by invariance of the Lagrangian
with respect to S, we have by proposition (4)

leseﬁ - 0
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This yields

3'0)* (A((5'S)0c)) + (31 ¢)* ((5'5)dOy)
7o) (d((719)10.)) = d ((77¢)* ((5'9)-0))

which proves the theorem. ]

8 Example : the pendulum

In this section, we shall illustrate the developed formalism in the easiest case, the symplectic setting
with a 1 dimensional fibre.

Consider a simple pendulum, consisting of a punctual mass m
attached to an inextensible massless rod of length [ moving in a
fixed plane which origin is at the pivotal point of the rod, and only O o
consider as forces acting on the mass the gravitational force and
the tension in the rod. Let (X1, X2) be a direct base of normalised 1
orthogonal vectors invariant in the frame of the pendulum, such
that X, is along the rod towards the mass, and also define (%1, Z3)
as a base of the fixed Galilean referential with the same orientation Xy
as ()?1, Xg) and with 1 along § the gravitational field; let denote m
the position of the mass at time ¢ by X (¢) and x(¢) respectively in S
the moving frame and in the fixed frame; at the equilibrium

Teg =X = [(l)]

Let 6 be the angle between the string and the vertical line, oriented by (71, Z2); at any time ¢, = and
X check

Q

l’(t) = R@(t) X

cos() —sin(0)
sin(f) cos(0)
group of order 2. Since @ is a commutative Lie group, we identify (SO(2), x) with the more trivial
(R,+), and use € instead of Ry.

We define the base space M = R as the time axis, and (E = M x Q, 7, M) the (trivial) fibre bundle
of typical fibre @ = R the parameter space in which 6 evolves. There exists a global coordinate system
such that for any P € E, P = (¢,6). From this we get that the 1-jet of ¢ in J'E = M x TQ is given
in coordinates by jlo(t) = (t,0(t), 6(t)).

The Lagrangian density is defined as the difference between the kinetic and potential energies

with Ry = [ ] € SO(2) the rotation of angle € that belong to the special orthogonal

£(0,w) = %ml2w2 + mgl cos(0).

The associated Lagrangian system is given by the pair ((E, 7, M), £) where £(0,0) = £(0,)dt is the
Lagrangian 1-form. The Euler-Lagrange equation is given for any section ¢ of 7 at point P = (¢, ) by

<§th - %g) (t,6(6),6()) = 0
9

s 0t) + Tsin(0(t)) = 0. (8.0.1)
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As states the variational theorem, any solution verifying the Hamilton principle, i.e. a stationary
point of the action, is solution of the Euler-Lagrange equation. Represented in the tangent space,
the solutions follow a path corresponding to a constant level energy, represented as gray trajectories
evolving in the counter trigonometric direction in figure 2.

The pendulum system is completely integrable, and its solution can be expressed depending on the
total energy of the system. Let the mechanical energy E(,w) be defined as

1
Ef,w) = §m12w2 + mgl(1 — cos(h))

The explicit expressions are given in appendix B.3.

0 6| ; |
40 . .
2| 1
0 [ |
_2 | | |
0 2 4 6 8t
(a) 0 represented against time (b) Solutions on the tangent space T'Q

Figure 2 — Three solutions of the problem corresponding to different levels of energy.

We can check the equivalence between the Euler-Lagrange equation (8.0.1) and the last proposition
in the variation theorem 1. For this, we compute the Poincaré-Cartan 1-form

O = ?)f(dﬁ — wdt) + £ = ml? (? cos(6) — ;w2> dt + mi*wdd.
w

We also compute the multisymplectic form

Qr = (df — wdt) A <d <gi> — %dt) = (df — wdt) A (mi*dw + mgl sin(0)dt)
= —mglsin()dt A df + mi>df A df + Omi>dd A dt (8.0.2)
Let W = ad, + 80y + 75w € x(J'E) be a vector field of J'E, then
Wi, = mi? <—a (% sin(6)d6 + wdw) +p <% sin(@)dt + dw) + v (wdt — d@)) (8.0.3)

Let ¢ be a section of 7, then the pullback of (8.0.3) by jl¢ is equal to

(51o)* (W 2Qy) = mi? (—a <? sin(0)6 + 022) + 8 (? sin() + gf)) de (8.0.4)
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The term in + is null because j'¢ is a holonomic section, hence the pullback of the contact form 6 by
j'¢ is identically null. By independence of o and 3 in (8.0.4), the condition (j!¢)*(W ) = 0 gives
us the two equations

6 (9’ 49 sin(e)) 0 (8.0.52)

l
b+ %sin(@) =0 (8.0.5b)

The equation (8.0.5a) is implied by (8.0.5b), which is the Euler-Lagrange equation (8.0.1); the equiv-
alence of the propositions of the variational theorem 1 is indeed verified in the case of the pendulum
problem.

Since the pendulum evolves in the symplectic setting in a 1-dimensional fibre, the conservation of
the Lagrangian flow can be illustrated. We recall the proposition (3) that stated the symplecticity of
the Lagrangian flow relative to the symplectic form 2, defined by (7.1.1), which in the case of the
pendulum is given by (8.0.2). As can be seen in the expression, the component of {2 dual to T'Q is a
constant 2-form, and since the Lagrangian flow has no component along time, {2, is proportional to
the measure of oriented areas in T'Q). For this reason, the result of the symplecticity of the Lagrangian
flow is equivalent to the area preservation of elements of T'Q) by the flow, as shown in 7.2. Figure 3
shows the time evolution of two figures; the area preservation by the Lagrangian flow can clearly be
observed. Note that this property is not true in general, it only occurs if the term associated to dy Adw

in the expression of Q% in (7.2.1), namely %QT‘S, is constant.

-3 -2 -1 0 1 2 360 -3 -2 -1 0 1 2 36

Figure 3 — Area preservation of squares by the Lagrangian flow.
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Part 1V

Discrete multisymplectic Lagrangian theory
and Lie group symmetries

The motivation of this part is to obtain numerical methods that preserve geometric properties of
the system. As explained in section 4, general methods based on the direct discretization of the
Euler-Lagrange PDEs have no such properties, but reproducing the development of part III on a
discrete system equipped with a discrete Lagrangian allows the definition of discrete analogous to the
continuous objects, and ensures their conservation by the discrete methods.

9 Discrete Lagrangian field theory

9.1 Base space discretization

In order to build the discrete version of the Lagrangian field theory, we first need to discretize the base
space. There are several ways to do this, such as defining a mesh over the base space, for example the
regular mesh consisting of rectangles in the case of a two dimensional base space; in a more general
approach, we will discretize the base space a set of non degenerates polytopes in M.

We call k-polytope o a polytope with k corners, and we denote its associated set of vertices by
[Viy s ..y v, ], where v; € M for any i. We define the notation o; := v;; where o = [v;, ..., i, ..., v;,].
Let us define the set of non degenerate polytopes Py on M. From now on we suppose that all
the polytopes have the same number of corners k, and we denote the set of polytopes 77]’&. We
define the set of boundary indices the set F(Z) C T such that Vi € F(Z), v; N OU = (. Finally,
let n : V — I be the global index bijection such that for any vertex it associates a unique index :
Vp € {1, ..., k},V(ij)i1<j<k € Z, n([viy, .-, Vi, ]p) = p. The use of a global index map n may be overly
complicated, but as we shall see in the computation of the variation of action, it is a very efficient way
to deal with the sum indexes.

9.2 Hamilton principle

The overall idea of this section is to compute the variation of action on a discrete Lagrangian. Such a
Lagrangian is defined as the integral of the continuous Lagrangian on a portion of the base space M,
here on a polytope; it is therefore a discrete differential form, which is homogeneous to a ”portion” of
action in this case.

Theorem 4. Let L be a Lagrangian, let o be a (n+ 1)-polytope of M with k vertices, k > n+1, and
(q1,...,qx) € QF, if |o| and Jnax llg; — @l are small enough, there exist an exact discrete Lagrangian
<1<y

L defined by
ﬁE(Uh q1,---, Ok, QIC) = /(]1(;5)*6
where j1¢ is the unique solution of the Euler-Lagrange equation for £ which satisfiesVi € {1,....,k}, ¢(o;) =
qi-
Proof. We refer to [11] for the proof. O

Another way to present the discrete Lagrangian is done by Leok [9]

Lp(01,q1, 0, Qi) = Xt ger(o) [ (5'0)°L
P(oi)=q; /o
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which is equivalent, but shows more clearly that the discrete Lagrangian is defined as the evaluation
of the action on the solution of the Hamilton principle.

The link between this definition of the discrete Lagrangian, whose arguments are a ploytope and a
set of points in F, and the continuous Lagrangian, defined on J'E, may not seem obvious at first sight,
but is a common formulation in discrete differential calculus, and allows to easily treat the discrete
equivalents of ©, and {1y among others. However, a classical way to discretize the Lagrangian is to
define a grid on the base space, and replace the exact derivatives of ¢ by approximations based on
finite differences, and relates more intuitively to the continuous formalism. This type of approach is
used in the example of the pendulum in section 11.

We now introduce the notion of discrete path, which is the analogous of the 1-jet of a section of
FE defined in section 6. It lacks the notion of derivative since it is not defined with the help of a
contact form, but as we just explained, the idea of derivation can be retrieved from the definition
of the discrete Lagrangian, within which hides the approximation of the derivatives, and thus the
approximate derivatives can be deduced from the particular choice of a discrete Lagrangian.

Definition 11 (Discrete path). A discrete path g in E = M x @ is defined on a set Z € N by

’gZ)d T - F
i (0(0), (i)

where v : Z — M and ¢4 : T — Q. The space of discrete path is denoted by Cy.

Given a discrete path vy defined on Z = {1,..., N}, we define an associated discrete curve q :
{v(1),...,v(N)} — @ such that Vi € Z, q(v(i)) = ¢q(7), and an associated set of vertices (v;)ier such
that Vi € Z, v; = v(7). Let us define the set of non degenerate polytopes Pys on M associated to 14
as the set of polytopes whose corners correspond to the set of vertices 4. For notational purpose, we
will write 1q(0) := (Ya(n(00)), .., Ya(n(ox)) = (00, #(00), ..., ok, P(0%)).

The exact discrete action Ag for 14 is defined by

Af(a) = > Li(tha(0)).

JE’PI’f/I

Let us consider a section ¢ € I'(U) and 14 € C a discrete path on U, and denote Vi € Z, ¢; := q(v;) =
¢(v;). Tt can easily be proved that, when verifying the hypothesis of theorem 4, the exact discrete
action evaluated on the discrete section 14 is equal to the action evaluated on the continuous section
¢ solution to the Euler-Lagrange equations :

Af(Wa) = > Le(a(o) = Y Le(o1,6(01), ., 0k, d(0%))

ocePl, ocePY,
= > [ G'erL= ] (i'¢)L=A@9)
O‘GIP]]tI /U /M

As arises in the definition of the discrete exact Lagrangian, we need to know the exact solution
gt of the Euler-Lagrange equation on each (n + 1)-polytope o in order to know the discrete exact
Lagrangian on those polytopes. Obviously, this is the goal of the problem, and for that reason we
have to approach the discrete exact Lagrangian L£g with an discrete approximated Lagrangian L4, or
simply discrete Lagrangian, whose expression only relies on 4. This is done by replacing the infinite
dimensional space of section on each polytope I'(c) by a finite dimensional subspace satisfying the
boundary conditions on ¢.
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Definition 12 (Discrete Lagrangian). Let Lg be a discrete exact Lagrangian, a discrete Lagrangian
Ly : E¥ — R of order r is defined such that there exist an open subset V € E* and constants
C(‘]}, ., OY >0 and hg, ..., hY >0, and constant integers ro, ..., 7, > 7, so that for any (n -+ 1)-polytope

o with k vertices such that Vi € {1,...,k}, max ||pri(cn) — pri(om)| := hi < hY,
1<m<n<k

|1Laq(¥(0o)) — Le(@W(0)) ]| < Zcivh;“ﬁl

i=0
for all solutions j'¢ of the Euler-Lagrange equations with boundary condition ¢(o;) € V.

Along with the discrete Lagrangian L4 we define the discrete action Ag for ¢y as

Aa(a) = Y La(ta(a))-

0'67)]]{{

As for the continuous action, finding the solutions to the discrete problem is equivalent to looking
for the stationary solutions of the discrete action map. In order to compute the variation of discrete
action, we first recall the notion of ith derivative defined for any f : X* — R by D;f(x1,...,x1) =
g—g{i(:vl, ey Tk

Let g € C4 be a discrete path, and 09y € Ty,,Cq an arbitrary variation of 14 such that Vi &
Z, (0¢q4); = (0v;,d¢q;) for the purpose of notation, then the variation of action at 14 in direction J1by

is expressed by

8 Aa(¥a) = dAaly, (5%a) = D dLa(a(e))(6%a)

0677]’?4

K
= Y ) Do 1La(0a(0))d0n(o,) (5%a) + DaiLa(ta(0))ddn(a,) (5¢a)

oePh i=1

k
= > > Dy 1La(1a(0))50n(e,) + Daila(Va(0)) 3o,

oeP}, i1
=3 > Dai1La(tha(0))6v; + DaiLa(va(o))dg;
JEL 5Pk,
0;=Vj
= Z DpgrLdl,, ((6¢a);) + Z Z 07, (¥a(0))
jEI\]:(I) O'E'PJIEI iE{l,...,k}

oNOUA) €U

where the discrete Euler-Lagrange map Dpgr Ly is defined for any vertex v in the interior of 73]’?4 by

DpprLal, = Y Dai-1La(¥a(0))dv + DaiLa(va(o))dg
UE_EJ’&

and the discrete Poincaré-Cartan 1-forms @iﬁd are defined by

7, (0a(0)) = Dai_1La(¥a(0))dVn(o;) + D2iLa(a(0))dn (o,

In the case of variations d1¢y vanishing at the end points, 4 is a solution of the Hamilton problem
if and only if the discrete Euler-Lagrange map is null on the interior vertices of ’P]’f/[, which leads to
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the discrete Euler-Lagrange equations expressed for any j € I\F(I) by

Z Dsi—1La(ta(o)) =0 (9.2.1a)

k
o€Py,
0;=0;

> Dyila(tpg(0)) =0 (9.2.1b)

UE'PIIf/I
0;=Vj

In the continuous case, those two equations are both expressed in the Euler-Lagrange equation, which
gives only one equation to verify; but discrete paths solutions of the first equation are not automatically
solutions of the second equation, since they are independent in the general case.

The discrete Poincaré-Cartan forms verify

k
dLy=> O,
=1

The discrete Cartan 2-forms are defined as 2 L= —d@iﬁd. Given that d(dL4) = 0, the discrete Cartan
forms verify
k
> L, =0
i=1

10 System invariants

10.1 Multisymplectic geometry
10.1.1 Symplecticity of the discrete flow

In the symplectic setting, we define the discrete Lagrangian flow as the iteration of the numerical
method on a pair (go,q1) € Q X Q.

Definition 13 (Discrete flow). The discrete flow of a discrete Lagrangian system over time is the
map that, for any initial conditions (qo, ¢1) at time ¢ associates the solution (gn, gn+1) of the discrete
Lagrangian system at time ¢y,
t
FEI;’ QXQ > QxQ
(90, @) — (an,an+1)

Proposition 5. The discrete flow of a solution of the discrete Lagrangian problem is symplectic with
respect to the discrete symplectic form Q.

Proof. We refer to Marsden [11] for the proof. O

In the symplectic case, one can can be convinced of the existence of the flow by noticing that
the polytopes are in this case segments, and that therefore the Euler-Lagrange equations involve the
vertices on the boundary of two joined segments, that is on three consecutive indexes.

10.1.2 Discrete multisymplectic form formula

Theorem 5 (Discrete multisymplectic form formula). Let g be a solution of the discrete Euler-
Lagrange equations, then for any Y, Z € x(Ey),

SN (iYLt 2.9%) (0) =0 (10.1.1)
ocPk, i€{l,..k}
O'F‘I('?M#(Z) o, €U
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Proof. When taking the double differential of the discrete action Ay evaluated at a solution ¥4 along
first variations Y and Z, one obtain that

dd Agy, (V,2)=d | > Y Op,@al0) | (V. 2)

ocepk, i€{l,.. k}
oNOUFAD 01681/{

and since dd.A; = 0, the result of theorem (5) is proven. O

10.2 Lagrangian symmetries and Noether’s theorem
We here use the notation proposed by Marsden [11] and Demoures [4].
Let G be a Lie group with the group action ®¥ : G x E — E on E that acts trivially on

1
the base space, let us define the lift to the discrete jet space for any g € G by q);dE(d}d(a)) =
(<I>f (Yalo1)), ...,@f (¢a(ox))) for any o and 14; the corresponding infinitesimal generator is defined

by €4E (1hg(0)) = (€€ (ba(a1)), .. ,§E(1/1d(ok))). A discrete Lagrangian is said to be invariant under

the lifted action if for any g € G, L4 0 @y Jab _ = L4. The group G is then a symmetry of Ly, and this
implies that L4 is also infinitesimally invariant.

Definition 14 (Discrete infinitesimal natural symmetry). Let ((E,m, M), L4) be a Lagrangian system,
a discrete infinitesimal natural symmetry of the Lagrangian system is a vector field £ € g leaving Ly

invariant, that is
£.dLg; =0

The discrete momentum maps J% : J'E :— g* i € {1,...,k} are defined for all ¢¥ € g by
. 1 . Ed d
Jr, P = ¢lab J@lﬁd. For any path 14 solution of the discrete Euler-Lagrange equations and o € 73]]\“/1,

(ZJ,;d 5E> = (Zf" o) ) a(0)) = (6747 .14L4) (ta(e)) = 0
This yields
k
(Z Tt -fE> (Yale)) =0 (10.2.1)
=1

This is the statement of the local discrete Noether theorem.
To obtain the global discrete Noether theorem, the discrete momentum maps are summed over an
arbitrary subdomain of 73]’@. For this purpose, we define Js where S C Pﬁ such that

k
=3 (z 7 -£E> (o)
=1

geS

Theorem 6 (Discrete global Noether first theorem). Let EJéE be an infinitesimal symmetry of the
discrete Lagrangian Lg , let g be a solution of the Lagrangian system defined by Lg, then for any
Sck,

JIs(ta) =0 (10.2.2)

Proof. The proof is obtained immediately by summing (10.2.1) over o € S. O
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11 Example : the pendulum

A solution of the problem is now a path ¥y = (¢;,6;), i € {0,..., N}. Let us first consider the case
where t; = ih with h € R"_ is the time step. We choose to define the discrete Lagrangian by

0, — 0 1 /6 —6)\>
La(00,01) = h£ (90, 1h 0) :h<2< 1h 0) +cos(90)>

where the derivative 9(0) has been approximated by %. Here we chose to take m =g =101=1

without loss of generality to lighten the equations. This Lagrangian is at least of order 1 in time, since

t1 . t1 _
Li(to, 0o, t1,61) :/ £ (9,9) dt:/ £ <90, o . 00) + O(h)dt

to to

01 — 6o

=ht (00, ) + O(h?) = Lq(00,01) + O(h?)
Computing one term further would show the term in h? is non zero, hence the Lagrangian is of order
exactly 1.
By applying (9.2.1b) on the discrete Lagrangian, we obtain the discrete Euler-Lagrange equation
Vke{l,..,N -1}
Ok+1 — 20k + Ok 1
h2

This numerical method is also known as the symplectic Euler method. We also compute @2{1 and Q.

+sin(6;) = 0 (11.0.3)

6 — 0
0% (00.61) = (— ! - 0 +hsin(90)> déy

01 — 6o

07, (60,01) = do,
1
di(eo, 01) = Ed@o A dbq
The discrete flow is given Vk € {1,..., N — 1} by
Fr,(0k-1,0k) = (0%, 20 — 01 — h*sin(6y))

It is indeed symplectic relative to €2z, since

1 -1

(deggd) (Hk_l, Gk.) = Edek Ad (29k — 01— h? sin(@k)) = Tdek A dbf_q
1
= Eko_l AN d(gk = di(ak_l, Gk)
which we recall is the analogous of the symplectic form formula in the symplectic setting.
Having in mind to compare the properties of symplectic integrators with more general methods, we

introduce the explicit Euler method; it is obtained by the direct discretization of the Euler-Lagrange
equations for the pendulum. First, we introduce

v=li] i=[i - [

Qk+1:| _ [a(ykvyk—l-l)]
Ok-+1 b(Yk Yrt1) ]

and we discretize as

Yk+1 = [
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In the case where a (or b) depends explicitly on yii1, the obtained method is said to be implicit,
otherwise it is explicit. If we define a and b such that

a(ykyes1) = Ok + 0 b(yr, Yrr1) = Ok — hsin(Og41)

we find our previously defined symplectic Euler method; we note that the computation of 6y is explicit,
and 6 implicit. In the case both are explicit, we obtain the explicit Euler method

a(yryri1) = Ok +h0x  b(yr, yrr1) = Ok — hsin(Ox)

which is also of order 1.

The property of symplecticity of the flow can be observed on the tangent space T'Q) as the conser-
vation of oriented areas, as explained in section 7.2, and confronted to results for other methods. The
figure 4 shows the transportation of a square by the discrete flows of the explicit Euler and symplectic
Euler methods. The explicit Euler method is clearly not symplectic, since the area of the square grows
bigger, whereas the area of the square transported by the symplectic Euler method seems constant
(up to a certain order of approximation of 9), as predicted by the theory.

0

A :

0
2

-3 -2 -1 0 1 2 360 -3 -2 -1 0 1 2 36

Figure 4 — Transportation of squares by the discrete Lagrangian flow of explicit and symplectic Euler
methods.

We shall illustrate here that the symplectic integrators approximatively preserve energy, that is,
that the discrete energy is bounded in an constant interval centred around the exact energy value. In
the continuous setting, the energy is exactly preserved, and this feature is very important in many
applications; the discrete conservation of energy is indeed of primordial importance. This property can
be proved in general, but the proof is not developed here; we refer to Hairer [7] for a general exposition.
Note that no analogous property in the more general multisymplectic setting has been proved yet,
but, as we shall see in part VII, one can reduce the multisymplectic problems to symplectic ones by
integrating along the space dimensions of the base space to observe the property of conservation of
energy.

The application of the first part of the discrete Euler-Lagrange equations (9.2.1a) in the case of non
fixed time steps (t;);cqo,... v} leads to

L[ Op1—0\> (O —0p_1\”
- <k+1k> - (kkl> — cos(0y) + cos(fx—1) =0 (11.0.4)
2 tk+1 — 1 te — tp—1

which for tx1 — t;, = h rewrites

Or+1 — 205 + O)—
(Ok+1 — Ox—1) ( bt th b 1) — cos(fk) + cos(O—1) =0 (11.0.5)
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This is the difference between the discrete energy

1

0, -6
Eq(to, 00,t1,61) = = ( LR

t — to

: )2 — cosl(fo)

at times t;_1 and t;. We recall the second part of the Euler-Lagrange equations (9.2.1b) that define the
numerical scheme (11.0.3), and we replace the approximation of the second derivative of 6 in (11.0.4)
by the term with sine, yielding

Ory1— Op—1

5 sin(f) = cos(fx) — cos(x—1) (11.0.6)

Finally, from the Taylor expansion of cos(fx_1), we obtain

cos(fx—1) = cos(bx) + (Ok — Ox—1)(—sin(bx)) + O(h) = cos(by) — (W) sin(6y) + O(h)

proving that equation (11.0.6) holds up to the first order. This yields that the energy is approximately
conserved with an order 1 error. An exact energy preserving numerical scheme can be implemented
by using adaptive time steps, but is not discussed here; see Hairer [7] for a backward error analysis.

T
41 ) 0.1}
. 1 =2 5102l
. 3 = 5-10
S =
&3 = 0l
|27 1 5
= | -2
0 A | = —5-10
&3]
~ —0.1}
0l |
! ! ! ! ! ! —0.15 | ! ! ! ! ! !
0 10 20 30 40 50 0 10 20 30 40 50

(a) Energy of explicit Euler method with A = 0.15s (b) Energy relative error for symplectic Euler method
and symplectic Euler method with A = 0.3s. with h = 0.3s.

Figure 5 — Discrete energy for initial condition (6o, 6g) = (1,0).

The discrete energy is shown in figure 5 for the pendulum. One can clearly see that the explicit
Euler methods artificially ”creates” energy and grows as O(h), whereas the symplectic Euler method
oscillates around the true value. In the tangent space, as shown in figure 6, we observe that the
explicit Euler method diverges outwards, and the symplectic Euler method evolves on a closed path;
the energy stays in a boundary. By noticing the fact that the symplectic methods forms a closed loop
in the tangent space in figure 6, and therefore oscillates around a level of energy corresponding to the
curves formed by the exact solutions, we get a hint of the link between symplecticity and approximative
energy preservation in a more general scope than the way we approached it in our particular case.




-3 -2 -1 0 1 2 360 -3 -2 -1 0 1 2 36

(a) Explicit Euler method with h = 0.15 (b) Symplectic Euler method with A = 0.3

Figure 6 — Discrete approximate solutions of the pendulum problem for initial condition (6o, 90) =
(1,0).
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Part V

Lagrangian field theory with a Lie group as the
fibre

The goal of this part is to follow the same construction as in part III, but in the case of a principle
jet bundle with a Lie group as the fibre; a Lie group being a differential manifold, the previous
development still holds, but new results arise.

12 Lagrangian field theory

12.1 Jet prolongation and contact form

Let w : M — E be a principal bundle of typical fibre G with G a Lie group. An element of the group
is denoted by g = (y?), and the identity element of G by e. Let &4 = TeLg(gA) be the left invariant
basis on T'G obtained by left translation of d4 at e. An element P of F is denoted in local coordinates
by (z*,y?), and an element P of J'E by (x“,yA,éﬁ) where

e o™
(') € = M (W>

with ¢ € T'(7) a section representative of P, and A* the Maurer-Cartan 1-form defined as the dual basis
of the left invariant basis, such that A4(ep) = (5§. The basis associated to the velocity coordinates fﬁ‘

is denoted by 52‘ and its dual basis by dﬁl‘:‘.

12.1.1 Contact form

The contact form ¢ at any point P is now expressed in local coordinates by ¥ = 94 @ €4 where
9A =\ — fﬁ‘dxu. We also need to compute the lift of a vector field, that differs from the standard
formalism by a Lie bracket term.

12.1.2 Lift of a vector field

Proposition 6. Let Z = oz“c'_?;b + B4€4 be a vector field of x(E) with (5“, é’A,ﬁf) the left invariant
basis of TJ'E, the 1-jet prolongation of Z on TJ'E is the vector field defined at point P = (z*,y4, {l‘f)
by

~ o=A o=A <
1705 A CmB A A
] Z(P):a”au+ﬁ 6A+<W+£HTCayB+[€“’IB] >D/‘«
where 24 = j1 Z_94 = pA — f;?oz“ and TE = dyP(éc).
Proof. See Bensoam [1] for a detailed computation of j!Z. O

12.2 Hamilton principle
12.2.1 Reduced Lagrangian

Let w = dz! A... Ada™! € A""1(M) be a fixed volume (n + 1)-form on the manifold M, the reduced
Lagrangian density is defined as a smooth real-valued function | € ¥°°(J'E), and the associated
reduced Lagrangian form is defined as the (n + 1)-form in J'E

0=yt Ehw

in a natural local system of coordinates (z*,y, fﬁ‘).
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12.2.2 Hamilton principle

In this context of a Lie group, the action map A associated to a Lagrangian system ((E, 7w, M),/) is

defined as
A:Te(m) - R

¢ = Jy(G'e) e
Following the same development than the one presented in section 6.3, we compute the variation of
action from

‘We obtain

sA= [ (o) (2.0 + / (o) 5 Z st
U
SA = (j1¢)*<leJ€+E

ou
et
au h
ol ol ol
1 oyx [ mA n * B
— = — -T 12.2.1
foror (= (o (ogg) neree= (e 5 ) o)) 2
where Z = 94(j12) = g4 — 5,‘3&“. The detail of computations is given in appendix B.4.

12.2.3 Euler-Poincaré equations

The Poincaré-Cartan (n + 1)-form is defined on J'E by

ol
Op= —IANd"z, + 1
L= agu o

After introducing the Euler-Lagrange form I" 4 defined by

ol ol ol
F — n * TB
A d(c%u) A = (adfv 8@) A gyB

and noticing that 24 = j1Z_94, the variation of action becomes

0A = (j1¢)*(leJ@e)—/U(jlqs)*(leJ(ﬁA/\rA))

ou

The Euler-Poincaré equations emerge when taking a vector field Z vanishing on U, giving VA €
{1,..,N}, (j1¢)*Ta = 0, that is

9 0 (1 Y gn Y
<66£A <adf~ 6@>A T4 ayB)“ ?)=0

13 System invariants

13.1 Variation theorem
13.1.1 Lagrangian multisymplectic form

The Lagrangian multisymplectic (n + 2)-form is computed thanks to the Poincaré-Cartan form as

ol ol
Oy = —d 94 Ad d"z,, — —ch d"z, —di
¢ O, = N (85” ) ANd"xy 85# ANd7xy, Aw
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ol 8l
A * B Y
ol

ol A A n B A ol
* 3¢ (A&} A da, — dX )/\d 2= T 5 5 A agudgﬂ Aw
ol ol
QA * A A
=9 AFA+<ad5“8£H> A /\w—FTA—6 A
ol M .4 PRV ol
(%Adgu agudA A"y = TE 5 A" A agﬂdgqu
ol ol
_ 9qA * A n
=9 AFA+<ad€“8§H> A Aw +—a€u[>\ NANA A,
—19A/\I‘A+ < ([ N Aw+ NN Ad )
agu

Moreover,
(€ N2 Aw+ NN Ad e,
=[£I Aw + [g,“ &da’)A Aw + %[(19 +&,da”) A (9 + &,dz")] A d e,
= [ AW+ S [19 AIA A A"z, 4 [0 A da”]A A d%u + 1[5,,01:75” A &z A A d
= [¢,, ] ANw+ = [19/\19] ANd"z, + [19,@] Aw+ = [§de 7§u]
= [0, 94 Ad"z,, + i[gy, g4z Aw = [9,9]4 Ad"x,,

We finally get

Qr=04AT4+ ﬁ[ﬁ A A d"
OEN

Q) vanishes when evaluated on critical sections (j'¢). This leads to the variation theorem, which is
the same as theorem (1) formulated for reduced Lagrangian systems.

13.1.2 Variation theorem

Theorem 7 (Variation theorem for reduced Lagrangian systems). Let ¢ be a section of 7, the following
propositions are equivalent

(1) ¢ is a stationary point of the reduced action A
(2) ¢ is a solution of the Fuler-Poincaré equations
(3) VIV € \(JE), (j19)* (W .0) =

The proof is essentially the same as the proof of theorem (1) and is therefore not developed here.

13.2 Noether theorem

Since the fibre is a Lie group, invariant Noether current immediately emerge. Let &, : G — G with
h € G be a left action of G acting on itself, it leaves the reduced Lagrangian ¢ invariant. From
Bensoam [1] we get that the infinitesimal generator S, of the left action ®, is the right invariant
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vector field X, R generated by n € g. A corresponding left invariant vector field X2 coincides with X, R
where v = Ad 1 7. The expression of j15, is obtained from proposition (6)

—=A

518, = (Ady-1 )" éa + <a

g=A .
8 i C B [5#7/8]14) D::l

where 24 = 315 A = (Ad -1 17) . From this we compute the expression of the momentum n-form

ol
afA)\A( S )dnmu_ <8£A£A >W

ol ol
A "x, = A "
8{’“( dg- ) d"z, <a§u dg 117>d Ty

= <Adg,1 I 77> d"z,

J(Sp) = (jlsn)—‘gé

where 7 = 65 € g* is the left momentum. By denoting II* = Ad* g1 E g* the right momentum
associated to 7r“ we define the momentum n-form

J :=1"d"z,

where the momentum J(S)) is obtained by J(S,) = (J,n).

The infinitesimal natural symmetry S, leaving the reduced Lagrangian ¢ invariant, one may apply
the Noether theorem (3), leading to the fact that for any n € g, the Noether current (j'¢)*J(S,) =
(j1¢)*((415,)2©) is conserved on solutions of the Euler-Poincaré equations. Finally, the invariance
of the momentum n-form J on critical sections ¢ of the action is equivalent to an of equation on the
right momenta
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Part VI

Discrete Lagrangian field theory with Lie
group as a fibre

This part follows the same development as in part IV in the case where the fibre is a Lie group, in
order to adapt the discrete setting to the continuous formulation used in part V

14 Discrete Lagrangian field theory

14.1 Base space discretization

The fibre is now a Lie group GG. The implied modifications of the previous results come from the
fact that the discrete approximations of the derivatives of the sections with respect to the base space
directions can now be expressed with the help of the associated Lie algebra g, as in the continuous
setting of part V. The overall idea is to take advantage of the Lie group structure, and to ensure that
it is preserved by the discrete numerical method. This is achieved by updating the group elements by

Gv; = Gu; T(Avi U5 &)z‘,vj )

where £ € g is an approximation of the left invariant velocity, and 7 : g — G is a local diffeomorphism
in the neighbourhood of eg such that 7(0) = eg, typically the exponential map.

A way to tackle this problem is to use a multisymplectic generalisation of a Galerkin Lie group
variational integrator. We refer to Leok [9] for a presentation of this integrator, and we address the
multisymplectic case whitout exhibiting the symplectic case first.

In order to simplify the model and the computations, we make the choice to only consider fixed
orthogonal grids as discretization of the base space, that is, the set of vertices V is of the form
Ap{0, ..., Ko} x ... x A,{0, ..., K, }. The polytopes are chosen to consist of n + 2 corners, and to be of
the form oy, i, = [Vig.....in> Vig+1,....in» --s Vio,....in+1], Which in the case of a 2 dimensional base space
consists of a set of rectangle triangles, as illustrated in figure 7.

Vi,5+1 Vi, j,k+1

Vi,j L Vit1,j Yi,j,k

Vi j+1k

Vit1,j,k

Figure 7 — Two and three dimensional cells.

14.2 Hamilton principle

We introduce the multi indexes I := (ig, ..., i) € {0, ..., Ko — 1} x ... x {0, ..., K;, — 1} and, for a given
I and k € {0,....,n}, Iy = (igy...,ip + 1,...,ip) and Iy_ = (ig,...,ix — 1,...,3,) . We also define
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o1 = [V, ..., Vi, |, and for each vertex vy

gr=g(vr) €G (14.2.1)

1

- Kf—l (97'91,.) €9 Vk€{0,....,n} (14.2.2)
k

A discrete path 14 is defined on a polytope o by
Ya(or) = (o1,91,€1,€1) € J4E (14.2.3)

where we denote J] E := 77"+2 x G x g"*t2. Finally we choose the particular definition of the discrete La-
grangian as amap Ly : P”+2 x G x g™ — R and we introduce the notation £} := L4(o7, 91,9, ..., €7).
The discrete action .Ad evaluated on a path 4 is given by

@)=Y La(ta(0)) (14.2.4)

06731'?/1

Let ¢4 € C4 be a discrete path and 64 € Ty,Cq and arbitrary variation of 14 such that Vi, (dvq); =
(6vj, 0g;); here we restrain ourself to the case where dv; = 0, in other words for a fixed grid, therefore
we override the notation in (0t¢4); = dg;. We compute the variations 5k 7 as

1

0 = X

~—dry 5k (Aol*(A ey (Cny) = Cz) (14.2.5)
where (; = gf_légj. We introduce the discrete momenta p% € g* (see Demoures [4]) by

k= (d@j&*) Der L} (14.2.6)

The variation of action at g in direction dg is then expressed by

0 Aa(tpa) = dAa(tha) - 0tbg = > dLa(0, o, £3, ., &) - Obg

UE’P]]T/I

= Zd‘cd(alagbg?a >£?) : 5¢d = Z (Dgﬁé ’ 591 + Zng‘C{l ' 5§}€>
I I k=0
1 =
n 1 i}
— D 55.5914_ < drt D kﬁé,C}>
LRI E ),

* I
<Ak A 5 e, (dTA n >D§z;/;d,§1k+>>

1 *

1

n

Introducing the notation

k k _ *
ar = 1D,k + Z A e i and b = EAdT(Ak5§k,) KT,
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we obtain for the variation of action

Ko—1 Kn,—1 Kop—1 Knp—1 n
k
UVTRE S TS S S8 ol AN
10=0 in=0 10=0 in=0 k=0
Ko—1 Kn,—1 Ko—1 Ky, Kn—1 n
k
B I P e S Sl I
10=0 in=0 10=0 =1 in=0 k=0

Ko—1 Kn,—1 n

3 (e 3] s
io=1  in=1 k=0

where A are the terms on the border of the discrete domain. With the current notation and summation

conventions, which has been chosen for its convenient way to express 5}“, A is artificially complex and

very painful to explicit because of the indices combinations. This is why we express in the following

the terms on the boundary with respect to sums over o.

We define DDELEé by

DprrLa(o, s, €L, ..., 8) = <( ) 'D, L] Z (—/ﬂ}” +Ad:(Ak§’fk )/ﬂ}> ,gf_ldg]> (14.2.8)

where we use the short cut notation d{; = gl_ldg[, and the discrete Cartan forms @Zéd by

n - % 1 -
@}:d(av 907627 '”760’) = <90'1D9£é - Z Aikul;hg[ 1dgf> (1429)
k=0
n 1 * —
6232(0—7 9o 627 sy Ea) = <Ak AdT(Akgf) :u]}:agjkidgfk+> (14210)

Taking vanishing variations on the border of the domain yields the discrete Euler-Poincaré equations,
given for any n+ 1 dimension of the base space at I = (i, ...,i,) € {1,...., Ko—1} x ... x{1,..., K, — 1}
by

- - 1 k * k
(91) ' Dy Lh + kZ_O A <—ul A m) =0 (14.2.11)

15 System invariants

15.1 Lagrangian symmetries and Noether’s theorem

Let @, Wlth h € (G be a left action &5, : G — G of G acting on itself, the induced action on JdE is

denoted <I>gd and the associated infinitesimal generator 77‘] £ In that case the discrete Lagrangian
L4 is invariant with respect to the action PJak , and is therefore infinitesimally invariant with respect
to nJ{}E

The discrete momentum maps sz : JC}E — g%, 1 €{0,...,n} are defined for all n € g by

. g
<J2d,n> = an J@Zd
The variations of the path induced by the infinitesimal generator of the left action is dgr = nrgr. Given

the discrete Cartan forms expressions (14.2.9) and (14.2.10), the momentum maps can be computed
for any multi index I and n € g as

<J£d 0—17917517 75]) > < _1D EI ZA /J’Iﬂg[ 77191>
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g;1D EI ZA luIaAd >

3
<Ad* ( S1D LI—ZA u;) m>
)= (s
(ot

1
k

<J§:2(0’Iag175[1)7' 75[ Akfk /’LlaAd -1 771k+>

1

k

We then identify
n * — - 1
Jéd(o-fa gr, E[I)v EES) EI) = Adg;1 (ga lDQ‘C{l - Z A}g,u?) (1511)
k=0
1
‘]212(0[’9[’5?7' 551) 7Ad**1 ,LLI (1512)
where we used the fact that

Ad —1 Ad* - Ad*,l Ad*,l - Ad*,l
ar Iy ar

T(AREF) Inpy 91 Il

Evaluating the sum the momentum maps against n € g gives us

n+2
<Z JZ‘,d(o-Iagbg?? ,5?)777> = <Ad2;1 go_'ng‘CZl’ 771> = <g;1D9‘C17Ang—1 77]>
i=1

= <Dg£¢11777191> =0

since L4 is infinitesimally invariant with respect to n. For any path 14 solution of the discrete Euler-

Lagrange equations and o € 777”r2 we obtain the statement of the local Noether theorem
n+2 ‘
> Jp,(Walo)) =0 (15.1.3)
i=1

The global Noether theorem (6) still holds, only the expressions of the momentum maps differ.
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Part VII

Reissner beam

The Reissner beam models a non linear system on a 2 dimensional base space. It is a system of partic-
ular interest to model the non linear behaviour of strings when they are subject to large displacements,
since in that case the hypothesis of the perfect string do not hold any more.

Since its configuration space, the 6 dimensional space of translations and rotations SFE(3), is a Lie
group, it can be handled by the formalism presented in part V. This model is presented in section 16,
followed by a short investigation of possible integrable solutions in section 17. A discretization of the
model is then introduced in section 18 and applied to obtain numerical results. Finally, applications
for sound synthesis are presented in section 19.

We refer to appendix A for a presentation of the mathematical objects and operations involved in
the use of Lie group SE(3) on which the model of the Reissner beam is based.

16 Nonlinear model

Let us consider a beam of length L with constant circular cross-section of area A and radius a,
and density p, each section of the beam is considered to be a rigid body evolving in the three-
dimensional space, thus having six degrees of liberty. The beam configuration is entirely described by
the knowledge, for any couple (¢,s) € M = R x [0, L] consisting of the time date and the curvilinear
position, of the translation r(¢,s) € R and rotation R(t,s) € SO(3) of each section with respect to a
reference configuration .

Figure 8 — X(¢) and X, respectively current and reference configurations of the beam.

Let E7 be a unit vector along the axis of the reference beam, oriented by the increasing s coordinate,
and Es, E5 any pair of unit vectors such that (Fy, E, E3) is a directly oriented orthonormal basis of R3.
As represented in figure 8, the coordinates at time ¢ of any point of the section located at curvilinear
position s is

x(t,s) =r(t,s) + R(t, s)X
where X = aEy + BE5 with o + 82 < a? is the position within the section of the beam at s. The
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previous equality can be expressed thanks to a unique map H(t,s) € SE(3) ~ SO(3) x R? such that

u(t. ) = [a:(tl, 3)] _ [R(l(f), s) r(tl, s)] [)1(] ()Y

H(t,s) is an element of the Lie group SE(3) = G (see appendix A for a detailed explanation of
the notation of SE(3) elements). To any motion of the beam corresponds a section ¢ such that
V(t,s), ¢(t,s) = (t,s,H(t,s)).

We define (xr,€er) the left invariant lift of the tangent vectors H = 8—H and H' := Mj to the Lie

algebra g = se(3) by
XL = AA‘H <H> = /\A‘H (H')

In the matrix representation, we have the simple relation éu —H _1%. We get

. 2 T pT, »

xp=H"'H= [ROR Ro T] = [“‘E)L VOL] (16.0.4)
R . Tt pT ./ ®

e =H'H = [ROR ROT] = [%L IH (16.0.5)

From now on, we override the notation x. = xr and € := ¢y

To sum up, the base space M = Rx [0, L] consists of a time and spatial coordinates, the configuration
space G = SE(3) is a Lie group, hence the motion of the beam is represented by a section of the total
space J'E := M x G x g? given for any (t,s) € M by jlé(t,s) = (t,s, H(t,s), x(t, s),€(t, s)).

Let the reduced Lagrangian be defined as the difference between kinetic and potential energy [ =
K — U. We compute for the kinetic energy

K(H,x,¢€) // —px :cdes—// —pytydS

= / / ipYTHTHYdes = / / 5p XTRTRX +2rTRX + fo«) ds
S S

/ / p (v BT By + T XTRTRXw) dS + 2T R / / pXdS
s s

=0
:;//Sp<fnyy+wTXTXw) ds

1T
—§XJX

where the tensor of inertia J is expressed by

. pl, 0 0 m 0 0
I // [X X O}dS HJJ?] J,=10 pl, 0], Ji=|0mo (16.0.6)
d 0 0 pl, 0 0m

2
Ip:/ (Y2 + Z%)dS = md?, Ia://YQdS://ZQdS:m
S S S 2

and m = pA is the linear mass.
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In the same manner we have

1
U(H,x€) = 5 (2= 2)"M + ([ =T%)"F)
1
=3 (@ -"C, (2 - + (T -T9TCyT - 19)
1
=3 ((e —eHT'C(e - 60))
where F' = Cy4(I' — %) and M = C,.(Q — Q) are respectively the internal force and torque, and the
Hook tensor C is expressed by C = G 0 where
0 Cq
GI, 0 0 EA 0 0
C,=|0 EIL 0|, Cq=|0 GA 0 (16.0.7)
0 0 FEI, 0 0 GA

with E, G and A respectively the Young modulus, the shear coefficient and the cross-sectional area,
and * = (Q°,T?) is the deformation of the reference configuration such that ¥ = E; = (0,0,0,1,0,0).

Finally, we get the left invariant Lagrangian density [ on the natural coordinate system (¢, s, H, x, €)
and its associated reduced Lagrangian form ¢

I(x,€) = % (X"Ix — (e =€) Ce — 7))
Ux,€) = l(x, e)w

where w = dt A ds.
Applying the Hamilton principle gives us the Euler-Poincaré equations VA € {1, ...,6}

0 0ol 0 0l ol ol

il — = _|adx = — [ ad* = =0. 16.0.8

DA 950 <a x aX>A (a ‘ ae>A (16.08)
After computing the partial derivatives of [ and defining the left momenta

w;:gi:q]]x and UZ:%:*C(E*EO)

in se(3)*, we get from equation (16.0.8) the equivalent formulation

0 9 . X
pred + 557~ ad}, 7 —ad; o = 0. (16.0.9)

Since the fibre SO(3) is a Lie group, the Noether theorem (3) applies. We define the right momenta
II and ¥ presented in section 15, associated respectively to 7 and o as

II=Ady.7 and Y=Ady.0

We introduce the momentum 1-form J = IIds—Xdt, and we recall from section 15 that the conservation
of the Noether current (j'¢)*.J is equivalent the following equation on the right momenta

0 0
5+ 5.2 =0 (16.0.10)

This conservation law can also be retrieved from (16.0.9) by introducing introduce the right invariant
tangent vector lifts yg and er as

XR:HﬂiledHX and GR:HIHfledHG
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in which case we have II = 8@ and ¥ = 8‘9—[. Equations (16.0.9) and (16.0.10), respectively in the
XR €R
left and right representation, are indeed equivalent.
In order to obtain a well-posed problem, we compute the compatibility condition, obtained by

differentiating (16.0.4) and (16.0.5)

O 0. 0,0, 0,0 P P
asX ot = as P gt g g M

0
2 g 2

= g5 HDHY = G (H Y He = e —xTe = xé — ey = [\, ¢
yielding
;X — gte =[x, €] (16.0.11)
In the right representation, equation (16.0.11) becomes
BasXR — gtER = [XR, €R] (16.0.12)

The non-linear model for the Reissner beam is given by equations (16.0.9) and (16.0.11), or equiv-
alently by (16.0.10) and (16.0.12).

17 Integrable solutions

Under some assumptions, the previous system is completely integrable. The overall idea of the reso-
lution has been developed with Hélein and Bensoam in [2], and is reproduced here. However, it has
not led to a formal resolution yet, this is why no explicit solution is given.

The goal is to turn the problem into finding the connection maps solutions of a zero equation. By
doing so, the problem becomes equivalent to a principal chiral model, for which explicit integrable
solutions exist. The study of this category of problems is given for example in Manas [10].

To reformulate the problem in an appropriate manner, we use the right representation of the non-
linear model. We need the equations (16.0.12) and (16.0.10) to linearly depend on xr and eg, hence
IT and xr (respectively ¥ and er) must verify a linear relation independent of H.

We make the hypothesis that the tensors J and C are proportional to the identity, and we write
J = JI and C = CT; in that case, the Ad operator and the matrix product commute, and the relation
between II and x g simply becomes II = Ad};—1 (JAdg-1 xr) = Jxr. We chose to take J and C' equal
to one, and €% = 0. The equations (16.0.12) and (16.0.10) respectively become :

S n— Sen—ler xn = 0
9. 9  _4
ot T 95 E T

The hypothesis that have been made do not correspond to realistic physical properties, and cannot
be used as is to compare experimental results and formal resolutions, but are nonetheless desirable
to quantify the numerical results in a particular case. Moreover, a future work might show that the
hypothesis could be weakened, in particular on the hypothesis of proportionality of the tensors to the
identity.

Consider the 1-form w = xrdt 4+ egds and its Hodge star xw = ygrds + erdt, the previous system is
equivalent to

(17.0.13)

dv—wAw=0
d(xw) =0
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We introduce wy, = 2 (w +*w) = (s + x;5)d(s +1t) and wg = 1 (w —*w) = 3(es — xs)d(s —t), where L
and R respectively stands for left and right moving. Those forms check *w;, = wy and xwrp = —wg.
Thanks to the spectral parameter A € (CU {oo})\{£1} := D, we introduce the family of connection

forms (wy)aep defined by
wr, WR Ww—A*xw

TTaatioa T I
We have wy = w when A = 0. Moreover, system (17.0.13) is equivalent Y\ € D to the equation

WX

dwy —wy Awy = 0.

This equation is a necessary and sufficient condition for the existence of a family of maps (Hy)ep
from R? to SE(3)C the complexification of SE(3) such that

dH) = wyH)

on R2.

There exist a correspondence between the family (H))aep and the solutions of linear wave equations
through the transformations called the dressing and undressing procedures, which are described in
Hélein [2]. In particular, the correspondence could be made with the soliton solutions, and further
investigations could focus on the existence of such solutions in the case of weaker hypothesis on the
tensors J and C.

18 Numerical solutions

In this section, we present a discretization of the Reissner beam model with the help of the formalism
developed in part VI. The discrete equations are then used to derive numerical methods, and are
applied on various cases.

18.1 Discretization

Let us consider a set & = [0, 7] x [0, L] on the base space, let h,I € R? and N, P € N? be such that
hN =T and [P = L, we choose a fixed set of vertices

V:{wﬂmﬁj:vﬁz@ﬁ/ﬁj)emrﬂN}xm,”Pﬁ

and define Vi € {0, ..., N}, t; = hi and Vj € {0, ..., P}, s; = lj. The mesh consists of a set of triangles

P, = {Ug = [vg, gﬂ,vgﬂ] / (i,7) € {0,...,N — 1} x {0, ..., P — 1}} An illustration of such a type
of mesh is given in figure 9.

Lie algebra elements x and € in se(3) will be represented with the use of a local diffeomorphism
7 : 5¢(3) — SE(3) around the origin verifying 7(0) = e such that 7(hx}) = (H})"'H],, and 7(l]) =

(lLIij)_llﬁTijJr1 as presented in section 14. This yields for all (i,5) € {0,..., N — 1} x {0,..., P — 1}
= ()T L) e and = ()T H) 1 (18.1.1)

There are numerous possibilities for the definition of 7; as proposed by Leok [9], we choose to use the
analogous of the Cayley map for SE(3), which gives a good approximation of the exponential map
for small displacements around the origin. This choice of approximation is motivated by the fact that
the two maps are close near the origin, and the Cayley map is easier to invert and faster to compute
in the case of the Lie group SFE(3), thus interesting for numerical applications. The following results
regarding the Cayley map are developed in Demoures [3].
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Figure 9 — Base space discretization.

The Cayley map for the rotation group SO(3) is an isomorphism between s0(3) and SO(3), and is
defined for any w € so(3) by

~N\ —1 ~ ~2
w w 4 w
cay(w) = <Ig — 2) <13 + 2) = Ig + m (OJ + 2) .

The Cayley map is invertible for any rotation R € SO(3) which is not a rotation of angle +7, in which
case tr(R) = —1, and its inverse is given by

2

CWAGD:uthMR+gr1:TI§@5

(R—R").
The relation between the Cayley map and the exponential map is found by using the Rodrigues formula
for the exponential of an element w € s0(3) and yields

. tan <@>
cay 1(e?) = T w
2
which is equivalent to @ when w — 0, which shows that the Cayley and exponential maps are close in
a neighbourhood of the origin.
The Cayley map can be extended for the SE(3) group as the map 7 defined for any x = (w, ) € se(3)
by (see [3])

LN 1 ) S o wlw
ﬂﬁZ(h—?O <h+2@:1wﬁw4ﬁm(kﬁ2+4>7]

Likewise, 7 is invertible for any H = (R,r) € SE(3) where R is not a rotation of angle +, and the
expression of its inverse is given by

F%m:—ﬂh+m1uy4ﬁ:rw3Wﬁ@wfrﬂ

Finally, we compute d7,~ 1. RS — RS the differential of 7! for any x = (w,~) (see [3])

4l — |:13 — 1o+ tw 0 ]
S TR P
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Its dual d7_ '™ on se(3)* is expressed as a matrix by the transpose of dr
X X

We approximate the reduced discrete Lagrangian on the triangle J{ by
07 = taa(o])) = it (x.€])

Reformulating the variation of action (14.2.7) in our particular case, we obtain
T — . . 1 . .
_ jy—1 i3 * J J
Ada) = X 3 () Dt + 5 (A, ol =i
(A - ”z‘j)> d

l

N—-1
-1 i,O * 0

" i=1 ( Dty + h <AdT(hX ) Himt Ml) ) &

P-1 - ' .
i < S | (Ad*w ! _”‘J)D G

7j=1

N— 11

* P 1 J J
ON—1p1 400 1 0 L o). 0
(H) Dl = 51— 748 ) - ¢ (18.1.2)

where DHEZ’j = 0 for any pair ,j. Applying the Hamilton principle on this Lagrangian yields the
discrete Euler-Poincaré equations (14.2.11), that is Vi,j € {1,..., N — 1} x {1, ..., P — 1},

. 1 .
Ad?* ply =l )+ (Adr v =) =0 (18.1.3)
h (b)) 1\

where u{ and I/g are the discrete momenta in se(3)* associated respectively to X? and eg and expressed

by
W= (an Yot = (an7) oy
Computing the partial derivatives of ¢4 gives
D =3 DY = —c(d - B

where J and C are the inertial and Hook tensors defined respectively in (16.0.6) and (16.0.7). The
momenta then become

T T
- <drh—xlj_.> Ix7, vl = <d7’l ; ) C(e] — Ey) (18.1.4)
The expression of the equations on the boundary can be deduced from (18.1.2) by independence of
the variations ¢/

1 1
Vie{l,..N-1} - (Ad* 0 1 u?) - =0 (18.1.5)

R\ (X

' 1 . . . .
Vie{l..P-1} i+ (AdT(k%ﬂ) i ,,g]) —0 (18.1.5b)
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1
Vie{l, N=1} A ey, yP1 =0 (18.1.5¢)
1 .
vje{l,..P=1} S Ad,, iy =0 (18.1.5d)
XN-1
1
jAd*(lp 1)u§ = (18.1.5¢)
1
hAd*( Il )M%_lzo (18.1.5f)
1 1
hug + luo =0 (18.1.5g)

We compute the discrete Cartan forms (14.2.9) and (14.2.10)

S 1 . 1 . .
o, (Hz,xi,ez)=<—huz TV () 1ng> (18.1.6)
02 (Hi A &) = (1 ag lag? 18.1.7
Ly X 6 ) = h (hy ):Uzv( 1+1) i+1 ( . )
1 . . 1 .
o8, (11.xd.) = (§ A v, G174 M) (15,18

and the associated discrete momenta (15.1.1) and (15.1.2)

1 . 1 .
; * Ry
)~y () o
S 1 A
2 J 3 J) * j
de (Hi’Xi’6i> - E Ad(Hf)—1 ; (18110)
S 1 i} )
Jl;)d (szﬁxz’d) = jAd(Hﬂ)—l Vg (18111)

Since the fibre is a Lie group that acts on itself and leaves ¢4 invariant, the discrete Noether theorem (6)
applies.

18.2 Time-stepping resolution

The idea of the time resolution is to integrate the state of the beam at the next time step by integrating
the current state along velocity at the current time step, that is

glq = glT(hx)) (18.2.1)

For a time resolution, the state of the beam gg and the velocity Xé is given at time step ¢ = 0
for all sections of the beam j € {0,..., P — 1}. The state at time step ¢ = 1 can then be computed
by using (18.2.1). Since the state g} is given, the variations on vertices (0, ;) vanish for all j €
{0,..., P}. The other variations being free, conditions (18.1.5a) and (18.1.5c¢) have to be verified,
which constitute the numerical method together with the discrete Euler-Poincaré equations (18.1.3).
Here condition (18.1.5¢) is ensured by taking ef_l = E4 Vi € {1,..., N — 1}. An implementation of
this numerical method is given by algorithm 1.

As did Demoures in [4], we can study the symplectic property of the time evolution of the solution.
To do so, we need to reformulate the problem in a symplectic setting. This is done by defining a
temporal discrete Lagrangian 62 : G x g — R obtained by summing ¢; along space at each time
step
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Algorithm 1: Time resolution algorithm

Data: Vj € {0,P — 1} : gi. \}
Initialisation:
for j=0to P—1do

gl =gt (hx6>

J_ -1 * J

end

Iteration:
fori=1to N —2do
for j=0to P—1do
if j <P —1 then

j 1
d=ir ()

end

find Xf such that Xf =J! <

g1 =gl ()
end

end

else

‘ eg =Fy

end

l/Z-j = (dlel *) (C(eg — Ey)

if j =0 then

‘ = Adi(hngl) py = vl

else if j = P — 1 then

‘ ,ui Ad*(hpl)ull —i—%Adie,
else

J_ * J h * j 1 j
= A al (AT )

where H; is the vector (H?, .

by

The variation of action is expressed by

N-1

6v4d ¢d ZDHEd HzaXz) OH; + D gt(HzaXz) 5Xz

=0

N—-1
1 *
= Zﬁ (Adq—(hxi_l)ui—l ) G+ hMo Co+ — AdT(th ) HN=1 - CN

=1

HP 1) and y; = (X?, ...,Xffl

N-1
= > th(Hi, xi)
=0

). The associated action map A  is given
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Applying the Hamilton principle yields the discrete Euler-Poincaré equations Vi € {1,..., N — 1}
Adj’(hxz'—ﬂ Hi—1 = Mg (18.2.2)

which are equivalent to equations (18.1.3), (18.1.5a) and (18.1.5¢). We also deduce from the variation
of action the boundary conditions

1o = 0 (18.2.3)

which are respectively equivalent to (18.1.5b), (18.1.5e), (18.1.5g) and (18.1.5d), (18.1.5f).
We define the Poincaré-Cartan forms @2; = @?t and ©, = —@ét on G x gP by applying (14.2.9)
d d d d
and (14.2.10)

P—1
1, . S
07 (Hi,xi) = <h A .ty Hih dHis > 62, (#7.xd. )

P-1
B 1 B o o
682 (Hsz) = - <_hM27HZ 1dHZ> - _G%d (Hgsza z) @3 < 7X‘Z7€g)
i=0

We also define the momentum map J+ = J2 and J,, : Jelt on G x g’ — g* by applying (15.1.1)
d

Et =
and (15.1.2)
P-1 ) o
JE (Hixa) = Y 7, (H . e))
7=0
P-1 ‘ o
JEE[ (H’MXZ) - _Jfld (H]7Xz7 Z) Jéd (Hf;Xgaﬁo
7=0

Since the discrete local Noether theorem (6) holds for the Lagrangian £, we get J} = = ngl and
d
we compute

T, (His xi) = Z Adf ) o (18.2.5)

Figure 11 shows the computation of the coefﬁments of J@Zl against time. One can see that those
are preserved up to a round-off error (the precision used for the coefficients of the Lie group and
algebra elements is 10716; see appendix C for a more extensive discussion on the mathematical objects
representation in the implementation).

In the case where a boundary condition is given at time ¢ = 0, Hy is fixed and therefore (5 = 0. The
discrete Euler-Poincaré equations (18.2.2) holds since (; is arbitrary for all ¢ > 0, hence the discrete
flow map F@; : GP x g’ = GP x gP corresponding to the discrete Euler-Poincaré equations leaves the
symplectic form Q. = d@Zti invariant

%Qgé = Qéé (18.2.6)

We recall from the example in section 11 that the symplecticity implies that the energy of the system
is approximately conserved; hence, integrating the discrete solution of the beam with time boundary
conditions should leave the energy approximately invariant.

We define the discrete energy Eg(ti :GP x g - R as

By (Hi, xi) = K(Xf) + U(Eg) =

)
=
e
L

X I+ 2(6 — E)"C(d] - Eu) (18.2.7)

<
Il

o
<
Il

o
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Figure 10 shows that the energy computed for the numerical example is indeed approximately con-
served as expected, with a relative error that seem to be of order 1073, Figure 12 shows the same
result over a 30 minutes computation, which represent 1.8 x 10° time steps of duration 0.001s.

Numerical results The numerical resolution of the Reissner beam has been computed for the
following parameters, that roughly correspond to the physical properties of a 1m long and 10cm
diameter rubber beam :

h=0.001s; I =0.1m; L=1m
E=1.0x10*Pa; v =0.3; p = 1.5 x 10°kg/m>; a = 0.05m

1073
T T
W Jx®] s ]
\ U(t)
08| | | =W 1) I
—~ \\ /A’A\A’ﬁ)” L /“ N \ﬂv""/l :‘“ﬂlv "I P //\‘ N S
(=] M i " “1,"4 ! \,"‘v \l:vl’ﬁ‘n,l{‘“ ‘/"\1’\\h".t/ll,' ‘\" \\fu, -
= 06 N TR e S 05) .
= R
E/ 04 8 /I\ 0 i
| | =3
0.2 8 sl }
0 i | | | | | | i _1 L | | | | | | -]
0 1 2 3 4 5 0 1 2 3 4 5
t(s) t(s)
(a) Discrete kinetic, potential and total energies. (b) Relative error of discrete total energy.

Figure 10 — Approximate conservation of energy over 5s.

Remark At each iteration of the main loop of algorithm (1), one need to find x such that

u::(dm;*)JX (18.2.8)

for a given pu. The implementation of this resolution has been done by solving the non linear 6 by
6 system of equations F(x) = 0 with F' the difference between the right and left members of equa-
tion (18.2.8) with external libraries. This non linear system has not be proved by us to have solutions
in the general case, and therefore the solving is done by supposing the existence and uniqueness of
such a solution — at least in the neighbourhood of the heuristic initial value xg. For this reason, the
convergence of the solver strongly relies on the parameters of the problem. In particular, the relation
between the density p and the Young modulus F is a predominant factor of the convergence of the
solver. In the case where p and E are of similar magnitude, the algorithm does well and solves the
system with an arbitrary precision, but for E bigger than p by several orders of magnitude, the solver
is incapable to complete at some nodes, even with very rough precision for the zero solving (1073).
For this reason, the examples presented are limited to the case where the young modulus is small
(between 10% and 10°), which narrows the scope of the possible applications. More detail is given on
the implementation in appendix C.
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Figure 11 — Exact conservation of discrete momenta over 5s.
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Figure 12 — Approximate conservation of energy for a 30min computation.

18.3 Space-stepping resolution

The space resolution is done by integrating the state of the beam at the next space step along defor-
mation at the current time step, that is

gt = glr(lel) (18.3.1)

The state of a section of the beam g? and its velocity 69 are given at all time steps ¢ € {0,..., N —1}.
The state at space step j = 1 can then be computed by using (18.3.1). The numerical method
is obtain by verifying conditions (18.1.5b) and (18.1.5d) together with the discrete Euler-Poincaré
equations (18.1.3). Condition (18.1.5¢) is ensured by taking x}_; = 0 Vj € {1,..,P — 1}. The
obtained algorithm is the same as algorithm 1 where the role played by ¥, € and u, v are inverted.
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Since the implementation is very similar, it is not explicitly given here, the reader should refer to the
time algorithm and apply the appropriate modifications.

In the case where a boundary condition is given at section j = 0, CZO is equal to zero for all 4, hence
we are not ensured that equation (18.1.5b) is true. The discrete Euler-Poincaré equations (18.2.2)
does not hold any more, and the associated discrete flow is not ensured to be symplectic with respect
to QZZ ; therefore, the energy may not be conserved in the case of a space boundary condition. In the
same manner, the discrete Noether theorem does not hold in time since the discrete Euler-Poincaré
equations (18.2.2) are not verified, hence the momentum map J% is not conserved over time any more.

The same treatment could be applied to a time integrated Lagrangian that would lead to similar
results on space symplecticity and momentum conservation, but has not been done since the ideas are
the same and the result of the conservation of a symplectic form along space and the approximative
conservation of a ”spatial” energy do not have any physically meaningful interpretation.

19 Application to sound synthesis

In this section we shall apply the results of the discrete modelling of the Reissner beam to sound
synthesis. The modelling of a string by a Reissner beam is valid in the case of large displacements as
long as the system stays in the elastic domain, which is the case in the setting of musical instruments
for example.

We shall point out that the results exposed here are not usable as is for sound synthesis since, as
pointed out by remark 18.2, the physical properties of the material, in particular p and F, do not
correspond to those used for a typical string (guitar, piano, violin, etc) which would be made of nylon
or steel; this is due to a problem of convergence of the solver. However, the principles presented here
are the same regardless the physical properties of the material.

19.1 Case A : plucked string

In this application, we focus on a time stepping algorithm, with homogeneous Dirichlet condition on
space boundary, and Dirichlet and Neumann conditions on time boundary. In other words, we suppose
that the string is fixed at the endpoints, and that the position and speed of the string is prescribed
at t = 0. We choose the following conditions

H? = (Ids, (0,0,0)) Vi € {1,...,N}
HP = (1ds, (L,0,0)) Vi € {1,..., N}
X% = 052(3) vie{l,.., P}

and we prescribe the position of the beam Hy at t = 0 by

Es

BL €1

@) al S L E

where a €]0,1[ and § > 0. There is no translation along Eo component, nor any rotation on another
axis than Fs, hence the beam should stay in the plane spanned by F; and Es3 at every time ¢t. Expressed
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explicitly, we have for Hy :

[ cos(6,) O sin(6,) s
- 0 1 0 0] .
H(0,s) = ~sin(6a) 0 cos(6,) B2 if s €]0,aL]

0 0 0 1

cos(6p) 0 sin(6) s
. 0 1 0 0 .
H(0,5) = —sin(6) 0 cos(6y) S <L - %) if s €lal, L]
0 0 O 1

where 0, = —a/\/a? + % and 0, = (1 — a)/+/(1 — «)? + $2. This type of configuration corresponds

to an excitation of the string obtained by pulling it at a unique point and releasing it at ¢ = 0 without
any initial speed.

To perform a time stepping integration, the algorithm (1) has to be slightly modified in order to
take into account the homogeneous Dirichlet in space boundary conditions. Since HZ-O and HZ»P are
prescribed and constant for all ¢, variations are null on the corresponding nodes, hence we do not
need to verify equations (18.1.5a) nor (18.1.5¢), and since the position is prescribed at t = 0 we do
not need to verify (18.1.5b), (18.1.5¢) and (18.1.5g) either. Finally, we are just left with the discrete
Euler-Poincaré equations (18.1.3).

08—

02 ————————""""—

Figure 13 — Time evolution of the string over a 1s time period.

The result of the iteration of the algorithm with the previous boundary conditions is given for the
following parameters :

h =0.001s; [ =0.05m; L =1m
E=50x10*Pa; v =0.35; p=1.0 x 10°kg.m™3; a = 0.01m;
a=1/3; §=0.01;
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X1

0.1+ -

1 10 100
f (Hz)

Figure 14 — Amplitude of the spectral analysis of the vibration of the string.

The time evolution of the string is represented in figure 13. One can clearly see the right and
left propagating waves that reflect on the endpoints. The spectral analysis of 30s of signal given in
figure 14 shows that the signal has well-defined partials, but is clearly not harmonic. This is consistent
with the fact that the system is intrinsically non linear.

19.2 Case B : hammered string

We take here the same boundary conditions, but with a different initial value. We suppose the string
is at the equilibrum at ¢ < 0, and we impose the initial velocity; we obtain
H) = (Ids, (0,0,0)) Vi € {1,...,N}
HF = (1d3, (L,0,0)) Vi € {1,..., N}
H} = (1d3, (0,0,0)) ¥j € {1,..., P}

where the velocity of the beam xo at ¢ = 0 is given by

Es

oL
—

0 o %m“ )

BL/h




o1

where o €]0,1[, 5 > 0 and 6 €]0,«[. There is again no translation along Eo component, nor any
rotation, hence the beam should stay in the plane spanned by F; and E3 at every time ¢t. The explicit
expression for xq is

MQQZ%@ﬂMG]Qm—gMPqM+gﬂJ{

x(0,5) = (0,0,0,0,0, —% cos (wS/L{a)) if s € [(a— g)L, (a+ g)L]

This type of configuration corresponds to an excitation of the string obtained by hammering it, as for
a piano for example.

08| ——  ——————————

2

Figure 15 — Time evolution of the string over a 1s time period.

The result of the iteration of the algorithm is given for the same physical properties. Here we chose
a=1/3; §=35x10"% 6§ =0.3;

We observe on figure 15 the left and right propagating waves again, and figure 16 shows that the
first and more prominent frequency of the signal is the same as for figure 14, which is consistent with
the fact that the physical properties of the system are unchanged between the two examples; however,
the partials are different.
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Figure 16 — Amplitude of the spectral analysis of the vibration of the string.

Part VIII
Conclusion

20 Summary

After a state of the art on the Lagrangian multisymplectic theory, we proposed a synthetic and
general method to design structure preserving multisymplectic integrators. We then investigated the
case where the configuration space of the physical system is a Lie group, and introduced a way to
build Lie group integrators in a particular choice of base space discretization. Finally, we applied this
formalism in the 2-dimensional case of the Reissner beam, and proposed some applications in sound
synthesis by modelling a vibrating string by a Reissner beam.

21 Perspectives

Starting from this report, several perspectives can be outlined :

— Because of their long time behaviour, the methods exposed in this report are of particular interest
for HPC. The challenges faced by their implementation for large scale computing are to obtain
a massively parallel implementation of the algorithms, to integrate them together with the Port
Hamiltonian System in order to divide the physical system in parallel I/O subsystems, and to
make efficient Lie groups computations.

— The methods we studied are only defined for conservative, force and torque free systems. An
important point for concrete applications would be to develop an algorithm that takes forces
into account. This has already been done in particular cases, for example on a 2-D base space
case with a potential by Demoures [4].
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— On a smaller scale, our implementation of the Reissner beam shows promising results, but is
currently unable to perform simulations interesting for musical sound synthesis, and its computa-
tion time makes it unable to run in real time. This problem could be overcome by implementing
a more efficient solving of the non-linear system. Interesting sound synthesis applications would
also need the modelling of interaction with other systems and dissipation effects, which require
to modify the current model that does not take them into account.
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A SE(3) memento

In the matrix representation, elements H of the group (SE(3), x) are represented by

- Rr
H= [0 1] € Muyxa(R)
where R € M3.3(R) is a rotation matrix (that can be considered as an element of the three dimensional
rotation group SO(3)) and r € R? is a translation vector. Since the representation of R in a vector
form is not unique and depends on the choice of a particular set of Euler angles, we never explicitly
use this representation, and stick with the matrix representation; the same remark holds for H.
The product of two elements of the group H; and H» is given by
- - RiRs R
Hy x Hy = [ 10 2 17“214- 7“1}

and the invert of an element H is given by

- RT —RTy
-1 _
=[5

In the matrix representation, elements £ of the Lie algebra (se(3),+) are represented by

X = ﬁ; g] € Myxa(R)

where & € M3x3(R) is an element of s0(3) and v € R3. Here & is a skew symmetric matrix, hence
can be written in the form
0 —W3 w2
w=|wy 0 —-w|=w-J
—Wy W1 0

where we define J := (Ji, Jo, J3) by

00 0 001 0-10
Ji=|00-1|, JL=|000|, J=]|10 0|,
01 0 ~100 000

Here w is the vector representation of the element of s0(3), and its matrix representation is obtained
through the hat map operation * : R3 — Msjy3(R) such that @ = w - J. We define the vector
representation of se(3) elements by

x = (w,7) € RS,

The composition of two elements y; and yo of the algebra is given by
X1+ X2 = (w1 + w2, 71+ 72)

and the inverse of an element x by

X t=-x=(-w,—7)

We also give the expressions in vector form of the operators

Ad :SE(3) x se(3) — se(3)



Ad* :SE(3) x s¢(3)* — se(3)*
where Ad* is defined by the pairing (-,-) : se(3)* x s¢(3) = R
(Ad*-,) = (- Ad )
We obtain for H = (R,r), x = (w,7) and 7 = (i, ) :

Adp x = (Rw, —Rw X r + Rv)
Ady; ™= (Rpu+r x RB, RpB)

95
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B Proofs and computations

B.1 Proof of proposition (2)

Let Z € x(E) be an arbitrary vector field with Z = a“éu + B4, and let P = (:U“,yA,vl‘:‘) be a
point of J'E denoted in a local coordinate system, for each P is associated the couple (P, (X,|s)) of
P point of E and (X,|s) a basis of T,E given by P = 7!(P) and Vu € {1,....,n + 1}, 6:(X,[p) = 0
and dr,(X,) = d;,. With X, defined in that manner, it can be written X, = 5# + vﬁ‘gA (remark:
Vpe{l,..,n+1}, X, € x(E) is a vector field, defined at point P € E by the vector X,,|p).

Consider a one-parameter transformation group 77 along Z parametrized by ¢, let P. = 7Z(P) be
a point of E and X[ |p: = To7Z(X,) a vector of Ty _E, and construct P, such that 7'(P.) = P. and
Vp e {l,..,n+1}, 05 (X5|p,) = 0; then j'Z is defined at point P by
_ _ )A f

P. — P - = v
1 Z(P) = lim —= = ard, + 04 + lim (ve
E—r

e—0 £

with dyA(meE) = (vg),’j‘dﬁ’(meE).
We introduce the Lie derivative of X, at point P with respect to Z

T.. 7% (X,)— X
LZXN<P):[Z7XH]P:hm P72 u) “|P

e—0 e

Taking the Lie derivative of Z at point P, with respect to X,,, X Ii|p5 can be expressed as
Xole. = Xple. +e[Xp, Z],_+ O(e?)
which yields, X7, being normalised along 8_;,,
(vt = vt = =it (1X,0, 21, ) + O(?)

From this comes

(va)ﬁ — 4

dv(j'Z) = lim . ([XM,Z]%)

e—0 £

We compute the Lie bracket for any function f
X, Z)f = X, (aya) + 5A5A) f-z (5# n vféB) f

- . of af - - of of

. B A _ A B ZJ_

= ((9# + vy, 83) <Oéy Gy + /8 6yA> (avau + 5 aA) (81’“ + Uy ayB
da, day,\ 0 B4 B\ o
Ot b oyB ) Oxv oy

di T K oyPB

This yields

opA opA Oa Oa
A A A A v B v
it = o (1% 2,.) = <8x“ T ayB> o <axu o ayB)
oct  pact

_ 9 o4 A N Y SN [4S
= (B —vjow) +v (B4 = v o) e U“@yB

where (4 = g4 — v,f‘aA, which proves the proposition.
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B.2 Computation of (6.3.2)

In order to find the stationary sections of the action map A, one need to look for the sections ¢ that
realise

5A(¢):hmM:0

e—0 £

where ¢, is a variation of ¢ given by a one-parameter transformation group associated to an arbitrary
vector field Z € x(E).

Let 737 : M — M be the diffeomorphism induced by TEZ so that TEZ o ¢ = ¢. o Ty the following
diagram commutes :

IR
M E JE
T 7Tl
BTM Z “7175
1
Mg jip
%_/
Jloe

o 1m1 1 * o 1 *
0A = i—>o € </7M(u)(‘7 ?e)"L u(J ?) E)
— iml i1 o oT 1 — !
R E </rM(u)(‘7 Jeon )L /U(] )
= im1 Y
_i—>05</TM(u)(M)(]¢ E / >
i ([ Geraetre- [ o)
= [Gor (w2 (6 2re-2)) = [Gorpae
:/(jlqs)*d(leJc) /(]1¢)* Lz.de
u
:/ (j1¢)*(jlzJ£)+/(jlcﬁ)*leJdﬁ (B.2.1)
ou u

The last line has been obtained thanks to the Cartan formula for Lie derivative Lx f = d(X Jf)+ X udf
and the Stokes theorem [ df = [, f

In order to obtain the first integral in the expression (B.2.1), we need to introduce some useful
notation

d"z, = 5#—‘“’ = (=D gt A Ada T A dat T AL A d2 T
dz” Ad"z, = Wi,

Moreover, notice that dz#Aw = 0, hence dy? Aw = 84 Aw, and let us define ¢4 = 4(j12) = ﬁA—vl‘j‘a“.
We compute j'Z_.dL :

J1Z.dL = j1ZL(d£ A w)
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&E of
-1 A

oL ) of .
:ay (GA( 7w —HAAw(le)) 50 A (dv ( )w—dvf/\w(ng))
_ % A A wan oL 6CA BaCA A An
_ayA(gw 0 Aadx“)+6vﬁ<<8x“+“8y w —dv, Aa’d"zy
We have
oA oct, ot n C ot g n
W“_axv‘sﬂ D ——da" Nd"x, = dC 8 —gdvy | Ad"z,
A aCA B A1,..B n
and

L . oL O£ N
8Ad§ Ad u—d<CAd ) CAd(aq})“‘”“

Using the equality w = %ﬂdx“ N d"z,, this yields

, oL 1 n 0.,6 o¢cA n
jtz.dL = a1 <<An—|— ldx“ a“9A> ANd"z 8 A (a dv? — 6deyB> Nd"z,
B OC!

L O£
+d<CAd” > CAd< )/\d" <
ov A ﬁ lta B
O£

L 0f
v

—d (CA"Ed" ) +¢A <ni 1@@# (a)) Adz,
(

0L o¢cA u 0L n n n
_<8v;‘3y3+ 8P )«93/\d vE Ad xu—dv Ad"zy)

= _da? — a’\dv/‘j) ANd"xy

By construction of j'¢, (j'¢)*0” = 0, implying

1o ([ O£ OCA oL .
(j'¢) <<av{)ayB+°‘ 5P >93Ad ):0

Furthermore
(G'o)" (dwf Ad"z,) = (('¢)*dvf) A ((1¢)*d"z,) = d ((5'¢)v]) A d"a,,
A A
=d <g¢)\> Nd"z, = % <(gf?>\> dzt Nd"z),
82¢A
- 83:“8wa
Hence

82¢A 82¢A
21y B n B n _ o _
(7'¢)* (dvy Ad"z, —dv, AdMzy) = <8xl‘8x)‘ 816)‘833”>w =0

since ¢ € €U, E).
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Using those equalities, and applying once again the Stokes theorem, the variation of action can now
be written

oL oL 1 of
_ 1 k[ 1 A Y™ In o 1k A o I n
0A = au(j ®) (j ZiL+C avﬁ‘d xu) /u(] o) <C (d <3vﬁ‘) n—{—l@yAdx )/\d Iu)

Notice that ¢4 = j1Z.04 and

(7'0)" (7' Z6) A d"zy) = (71 0)" (7' 2267 A dary)

since j'¢ is holonomic, this yields that the integral along 0l in the expression of 6.4 can be written

oL
Loy itz <0A/\d”af +£)>
/BM(J ®) <] J ou] i

The expression of the variation of action is finally

oL oL 1 of
_ 1ok [ 21 Y~ pA n _ 1\ A o m n
0A au(J ®) <] ZJ<8%19 Ad x#+£>> /u(j o) (C <d<8vﬁ‘> n+18yAdx>/\d x#>

B.3 Solutions of the pendulum system

We introduce the notation wy = \/% Writing E as 2mglk?, we can discuss the expression of the

solutions with respect to £k € R, thanks to the Jacobi elliptic functions for any solution starting at
6(0) = 0. Solution starting at another position can be deduced by inverting the function to obtain the
necessary time translation.

k <1 In this case, the pendulum oscillates around the position 6 = 0.

0(t) = sgn (sn(wot, k?) dn(wot, k%)) arccos (1- 2k? sn? (wot, 14:2))
0(t) = 2kwo en(wot, k?)

k =1 This is the unstable limit case. The pendulum takes an infinite amount of time to reach the
position 6 = 7.

0(t) = 4arctan (e*°") —
QLU()

Bty = 290
( cosh (wot)

k> 1 In this case the pendulum spins around the origin in circles.

1 1 1
0(t) = sgn (sn (kwot, k2> cn (kwot, l<:2>) arccos (1 + 2k? (dn2 (kwot, k:2> — 1))

. 1
0(t) = 2kwy dn <k:w0t, k2>
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B.4 Computation of (12.2.1)

We here introduce a result that will be useful for the computing of the variation of action.

Proposition 7. The Maurer-Cartan 1-form is solution of the Maurer-Cartan equation
dA+ [\ A =0
Proof. Let X,Y be two arbitrary vector fields on G,
dAAMX,Y) = Lx\Y) — Ly A(X) = M([X,Y)).

In the case of two left invariant vector fields, LxA(Y) = Ly A(X) = 0 since A is the dual basis of a
left invariant basis. Moreover, in that case we also have A\([X,Y]) = [A(X), A(Y)], yielding

dM[X,Y]) + MX),AY)] =0

Since dA is a 2-form, and the previous equality is true for any pair of left invariant vector fields, it is
also true for any pair of vector fields, leading to

dA+[\A] =0
O
Let us define Z = 94(j12) = g4 — 5;?0#‘ so that w(j!'2) = a#d"z,, and compute j'Z.d¢ :
J1Zide =1 Zu(dl Aw) =122 ﬁT 498 A w+ a—dg Aw
oyA~ B o0&}
_ O ~T5 (9P (' Z)w — 9P i1z o 4 des 1z
= 97 5 (08 (7' Z)w — 9P Aw(j ))+05A(5“( Z)w — & Aw (5 2))
ol n ol o=A o=A y n
= 5,7 ~Th (28w — a'9P A d zy,) +@ (( +¢f 56 — [SH,B]A>w—a deA nd x>
We have
':'A —A 8':'14 a:A
— v,,_ Y= v _ EA Y= B\C n
e auduw D xy < i oA (%V df,,)/\d x,
=d=A A d e, — g —TEXC Ad"zy, + a¥dE) A d ey,
and ol ol ol
—d2 A da _d<”‘4 A"z ) = d( >/\d”:1:.
86# T 8§u 8§M K
Moreover,
ol ol
Eu: B §u, =+ S Eur &v < £,~>
8§,u [ 1 ] 8§,u [ 1 ] 8§,u [ M } 85/,1, [ 12 ]

ol o ol _ ol ZA . Ol
85# [guyfu] < Eu ¢ ag > 85/_,, [€M7€V] <ad'€lt %)A
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where the co-adjoint operator ad* is defined by (m, [, 5]) = (5, ad}, m). This yields

. —a Ol ol
§'Zadl = “Aa =THw - TCBaB

al9C A d"z,

ol <d”A Ad"z, Ca TEXC A A"z, 4 a¥ded A d™x )

a{ﬂ 8 b M v H
5 Ol 924

+ T8 9¢7 9y &0 dat Ad ay, + a’dgt nd"

85# [5,1“/8] W= 85“

ol ol ol ol
— :A na —EA N = TB
d( s ) d(%)Ad ru+ BTH S+ 24 (o, )
gl 9=4 gl 9=4 ol
TE [ == (\C — ) — \¢ — v9C ) A d
o (as;:‘ oy TN T T

ol
+ ggxe” (A6} A d"a, — At A", 4 (6., 61%)
o

ol ol ol ol
=A [ =A n * _mB _Y"
‘d< 9E x) (“ <d<85u>”x“ (adﬁva@)/f” TA&yB”))

5[ Ol 94 N )
og oyB  oyP

a“) 9 A d"z,

ol

* @au (déf ANd"xy, — df;? ANd"zy, + [Ep, fV]Aw)
m

By construction, (j'¢)*9¢ = 0, implying

ol 9=4 ol .
oy < ((%A a7 " 8y3au) vend x“) -

We also have

— —

¢* A8, 3y) = (51 0)"d(&dx")(, B) = A((j'$)* &) A da (D, D)
_ (i) 5’7)dxf’/\dx’7(5ﬂ,5u) _ 3((]’1(;5)*5“) ()&

6a:p axu a agl/

and, since by proposition (7) A is solution of the Maurer-Cartan equation,
¢ dND, 0) = ~[6"X, 6" N (9, B))
= —[(7'¢) ¢, (7' 9) &
Therefore, the last term in the expression of j!Z_.d/ is cancelled when evaluated along (j'¢), that is
(G'e)* (g Ad zy, — dgt Az + [, 6] w)

. * . * A
= —8((31¢>) gV)Ad:L’“ ANd"zx, — —a((jl¢) u) da” Ad"z, + (5 0)*Ep, (o) &) w

- owy, " .
<< el - 8((‘7;23*5“)) _[(j1¢)*§u:(jl¢)*fu]>Aw
=0

Hence,

ol ol ol ol
(j'¢) ' Zadt = (j'¢)* <d (EAag d"wu> - <EA (d (ag ) ANda, — <adzy 5% >Aw —Tfawa»)
H m v
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Applying the Stoke’s theorem again in the second integral of the variation of action, §. A4 can now be
written

ou

e ol . . ol ol
_/Z/{(]lgb) <_:A <d (86/’?) Ad Ty — <ad§u agl/>Aw—Tfay3w>>

SA=[| (o) <jlzJ£+EA alAd”xu>
e
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C Implementation of the Reissner beam integrator

C++ implementation A first implementation of the algorithms of part VII has been done in C++,
in order to take advantage of the object-oriented paradigm.

The main.cpp file implements the time and space resolution with the same level of abstraction as
the one of algorithm1. To do so, implementation of classes Group, Algebra and Operator must be pro-
vided. In the case of the Reissner beam, the template classes Lie: :SE3: :Group<T>, Lie: : SE3: : Algebra<T>
and Lie: :SE3: :0Operator<T> have been implemented, where T is the template type of variables han-
dled by the group; here we use R, typically represented by float or double types. The solving of x or
¢ (depending on the type of integrator) has been done by using GSL (GNU Scientific Library) which
provides efficient general purpose solvers implemented in C.

The computation of the result is currently not fast enough to be done in real-time for a ”good
enough” time step (for example 44100H z), however no particular optimisations has been done yet,
that could significantly improve the computation speed. Without going to much into details, one could
mention several ideas to improve the implementation :

— The group elements have been implemented using 3 x 3 rotation matrices, but taking advantage
of the quaternion representation could diminish the number of stored coefficients from 9 to 4,
and get rid of the matrix products by replacing it by the faster quaternion multiplication.

— Some specific classes and representation of the Eigen C++ library, used to implement matrices
and their operations, could also improve the speed of computation, in particular in terms of
matrix products. The error order of the solving of x or € could also be a parameter on which
one could find a compromise between precision and speed.

— The re-usability of the main algorithm, achieved by using template classes, may be to some
extent heavier than a direct implementation of the main algorithm for each specific Lie group,
and thus slower.

Even if no use has been made of the re-usability of the main algorithm in the case of other group,
algebra and operators, one can imagine the interest of such a design to offer an easy implementation
of the same algorithm for other 2-dimensional base space problems. Instead of having to write the
entire algorithm for each problem, the user would only need to provide valid implementations of the
abstract classes related to the Lie group he intends to use the algorithm on, and change the following
type aliases :

using Group = Lie::SE3::Group<double>;
using Algebra Lie::SE3::Algebra<double>;
using Operator = Lie::SE3::0perator<double>;

This implementation being a prototype used to check the validity of the numerical methods on a specific
case, here is of course not the place to discuss extensively of the problematic of the implementation
of a library; nonetheless, it gives a hint of a possible design of implementation of the methods that
could be pursued in the context of a more ambitious work.

Here is the help display of the reissner program implementing the algorithm :

NAME
reissner - Computes the position of a Reissner beam on the given 2D space-
time set

SYNOPSIS
reissner [OPTION]
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DESCRIPTION
-0, —-—output [FILE]
Output file in which to write. If none given, results are output on
standard output

-i, ——time-integrator
Use a time integration algorithm to compute the result (default)
-I, --space-integrator

Use a space integration algorithm to compute the result
-T, --time-number [INTEGER]

Uses the given value as the number of time steps, default 6001
-S, --space-number [INTEGER]

Uses the given value as the number of space steps, default 11
-t, --time-step [FLOAT]

Uses the given value as a time step, default 0.0005
-s, --space-step [FLOAT]

Uses the given value as a space step, default 0.1
--time-resample [INTEGER]

Resamples the output in time with the given number of samples
--space-resample [INTEGER]

Resamples the output in space with the given number of samples
--young [FLOAT]

Young modulus value, default 5000
--poisson [FLOAT]

Poisson ratio value, default 0.35
--density [FLOAT]

Density of the material, default 1000
--radius [FLOAT]

Radius of the circular cross-section of the beam, default 0.1

-v, —--verbose
Verbose output
-h, --help

Prints this message and exits

MATLAB implementation Since the solver used in the C++ implementation did not converge
(see remark 18.2), the algorithm has been reimplemented with MATLAB to use the larger and more
high-level library of solvers available. However, the resulting algorithm does not perform significantly
better to solve the non linear system, and runs much slower than the C++ implementation.
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