
D E E P L E A R N I N G F O R M U S I C A L S C E N A R I O I N F E R E N C E A N D
P R E D I C T I O N

Application to structured co-improvisation

théis bazin

ENS Cachan, Université Paris Saclay

Under the supervision of
philippe and jérôme

IRCAM, UMR STMS 9912

Paris 75004, France
Équipe Représentations Musicales

Master’s degree
SAR/ATIAM

Faculty of Computer Science
Université Pierre-et-Marie Curie / IRCAM / Télécom ParisTech

March–July 2016



Théis Bazin: Deep learning for musical scenario inference and prediction,
Application to structured co-improvisation, © March–July 2016





A B S T R A C T

The field of musical scenario inference aims at developing systems and
algorithms to automatically extract abstract temporal scenarios in music.
We call scenario any underlying symbolic sequence that constitutes
a higher-level abstraction of an original input sequence. Such an un-
derlying sequence implicitly encodes the temporal relations between
events in a musical piece by producing an ordered series of symbols.
Musical works exhibit temporal dependencies at multiple time-scales,
from local melodic events to long-term harmonic progressions.

Multiple systems have been introduced in order to capture short or
long term dependencies between musical events. Nonetheless, exist-
ing systems fail at taking into account the interactions between these
various time scales.

In this research project, we propose a method to tackle this issue
and infer abstract scenarios through the use of deep recurrent neural
networks. We introduce a system that is able to extract an abstract
sequence of symbols from an input musical sequence, as well as per-
form predictions on the probable continuations of this sequence.

A theoretical application to the co-improvisation problem is intro-
duced. Co-improvisation engines seek to generate new sequences re-
sembling some example input sequence. A crucial aspect of such co-
improvisation systems is the ability to introduce anticipations, so as
to generate transitions between different parts. This requires knowl-
edge of some underlying scenario to the generation. Existing systems
that offer prediction capacities rely on a pre-defined abstract scenario.
The architecture we propose would improve on this by replacing this
pre-defined scenario with one automatically inferred in real-time by our
scenario inference and prediction tool, incorporating dynamically re-
fined short-term predictions over the future. Through dynamic training
via adversarial training, this system can furthermore improve the accu-
racy of its predictions in real-time.

Keywords— musical scenario inference, machine learning, neural
networks, deep learning, recurrent networks, co-improvisation, style
modeling
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Part I

I N T R O D U C T I O N

In this introduction, we first present the general problem
of musical underlying abstract sequence inference. We then
present an overview of this field of research, from formal
methods to statistical approaches.

Finally, we focus on the techniques applied in this research
project and propose an introduction to the key machine
learning concepts at stake.



1
C O N T E X T

Computational music analysis aims at offering ways of extracting
semantical information from either symbolic or signal-level music.

Various approaches to this analysis exist [45], with varying goals.
These range from the study of the instantaneous evolution of concrete
sound properties such as timbre, e. g. via Fourier transforms or, more
generally, audio features, to more formal approaches, focusing on the
extraction of underlying high-level representations which represent an
abstraction of the analyzed music.

In the context of the present research project, we focus on this
second group of approaches and seek to provide methods to extract
abstractions from raw music. We will therefore consider musical struc-
ture as being any sequence of symbolic labels which constitutes a higher-
level representation of an input musical sequence: we call such a de-
scriptive sequence a scenario. Thus, a given abstract scenario can be
(though potentially not in a unique way) instantiated back into its
original sequence. Examples of such musical scenarios include har-
monic progressions (e. g. the Blues grid) or, at a more semantical level,
functional analysis of chords (e. g. Schenkerian anaylsis [16]).

The extraction of abstract sequential representations can thus be
seen first as a musicological tool, offering musical representations [45].
It can also be used to perform structured predictions, by proposing
some potential continuation(s) to a given sequence based on the com-
puted scenario. Furthermore, it can be used in conjunction with other
tools to enhance them with knowledge automatically inferred from
this analysis.

These approaches are closely related to those applied in the con-
text of natural language processing (NLP) [12], which aims at extracting
meaning from syntactic textual information. The computational advan-
tages of both disciplines are the same: they help machines put some
meaning and sense into syntactic data. Algorithms can then reason and
make structured computations on those high-level abstractions.

Applications in NLP include for instance sentiment analysis (also
called opinion mining), which aims at inferring the opinions (either
positive or negative) associated with text fragments, e. g. for market
analysis of user reviews on Amazon products or trend analysis on
Twitter topics. NLP language models and algorithms also drive the
speech recognition methods used in systems such as Apple’s Siri or
Google’s Google Now, as discussed in the review by Henderson [23].

2



context 3

In effect, techniques applied in NLP can often be applied to the in-
ference of musical scenarios, since both operate on abstract sequences
of symbols. This is the case for instance for the tools (deep recurrent
neural networks) we apply in our project, which were applied with
success to text analysis [49].

Systems for the inference of underlying scenarios in music exist in
various forms, some of which are aimed at capturing arbitrary long-
term dependencies in music. Yet, they fail at properly structuring
and disentangling the various time-scales at which a music piece can
unfold.

This is the problem of multiscale music analysis for scenario inference,
which we propose to tackle through the use of deep recurrent artificial
neural networks (deep RNNs). These machine learning systems have
proved successful at learning temporal pattern hierarchies at multiple
scales in the context of NLP [49].

In this respect, we train deep recurrent neural networks (deep
lstms) to perform sequence prediction and symbolization on musical se-
quences. Our system takes as input a sequence of chroma vectors and
both:

• Predicts (one or more) probable subsequent chroma vectors,

• Symbolizes the chroma via clustering.

This indeed infers a representative abstract sequence from a concrete
musical sequence, incorporating short-term lookahead into the fu-
ture.

Then, applying this tool, we imagine the prototype for an archi-
tecture for co-improvisation. Co-improvisation seeks to learn some
notion of sequential structure from a corpus of musical examples
and synthesize new musical sequences compatible under some cho-
sen criterion with the input corpus and can be used for instance in
a live accompaniment context, generating some backing music for a
human improviser.

In a co-improvisation context with a live human improviser, two
key features of a good system arise:

• The ability to adapt reactively adapt to the musician’s dynamic
parameters, e. g. pitch, volume or note density,

• The ability to perform anticipations on the music played by the
musician, which allows the systems to introduce smooth tran-
sitions, e. g. cadences or modulations, in synchronization with
the human improviser.

Existing reactive co-improvisation architectures [3, 37] do not allow
the introduction of additional temporal constraints, either short-term



context 4

or long-term: they operate at a completely local scale. Existing systems
for guided co-improvisation with anticipations [39] require some pre-
defined scenario that both the musician and the machine are expected
to follow. Thus they cannot provide anticipations for an completely
free improviser, for which no a priori temporal scenario has been
defined.

The system we outline would thus bridge the gap in existing co-
improvisation systems with an architecture able to both reactively
adapt to a musician and provide anticipations without any prior knowl-
edge about the music played by the musician, thanks to the notions of
musical structure learned by our prediction systems on a vast corpus
of musical works. Such a behaviour would be more in par with that
of a real improviser, who continuously listens to the music played by
his fellow improvisers to estimate the current direction of the impro-
visation and play accordingly.

We also envision an original way of further adapting this to a par-
ticular musician’s style, using adversarial networks, a means of training
networks to generate examples indistinguishable from a provided dis-
tribution of example data. A brief review of generative networks and
adversarial training is proposed.

Note that these applications are still under work and remain some-
what prospective.

We first present a review of the field of computational musical
scenario inference. We then introduce the tools applied specifically for
this research project. To that end, an introduction to the key machine-
learning concepts used is proposed.

After this introduction, we present the chroma prediction network we
propose. This model allows to infer a sequence of symbols from a
sequence of chroma vectors and predict (one or more) probable sub-
sequent chroma vectors. Using it in real-time allows to analyze the
music played by a live musician and anticipate his playing through
prediction. We also present the techniques applied for the symboliza-
tion step of our proposed scenario inference system.

Finally we introduce the prototype for hybrid reactive/structured
musical co-improvisation we envision, making direct use of the sce-
nario inference technique we propose. We also present the theoretical
style modeling framework we will be developing. To this end, a re-
view of adversarial training is proposed.



2
D E E P L E A R N I N G F O R M U S I C A L S C E N A R I O
I N F E R E N C E

The field of musical scenario inference focuses on both the processing
of symbolic or signal representations of music. It aims at extracting ab-
stract underlying temporal representation(s) from given music pieces [45].
These abstract representations can take various forms, as will be seen
in the different approaches presented below. Their binding trait is
that these representations are expected to encode in a computational
form some high-level temporal properties of the musical sequences
considered.

2.1 existing approaches

A variety of approaches have been proposed for the inference
of musical scenarios. These can be roughly divided into two main
groups: approaches based on formal methods on one side and statis-
tical models on the other side.

formal methods The first group of approaches entails models
and representations which require to some extent a formal model of
music. As such, these might prove more capable of providing inter-
pretable insights on the structure of the analyzed music.

Within this field, the work on grammatic structures in music by
Lerdahl and Jackendoff [34] is significant. Their Generative Theory of
Tonal Music develops a generative musical grammar incorporating el-
ements of cognitive science. It aims at reproducing the way a listener
unfolds and understands the temporal structure of a musical work.

A similar grammatic approach has been proposed for the automatic
extraction of harmonic content, by classifying series of chords in a
piece based on a structural and sequential hierarchy. This has been
developed in the strongly typed functional programming language
Haskell by De Haas et al. [14] and draws on works on context-free
grammars for the modeling of Western tonal harmony by Rohrmeier
[47].

Even though these methods provide a form of high-level seman-
tics for music generation, they remain inherently limited by the fact
that they require strong assumptions on the structure of music itself.
Indeed, in the context of Rohrmeier’s study for instance, constraining
music to follow a generative grammar structure might be too limiting.

5



2.1 existing approaches 6

statistical models The second group of approaches is defined
by techniques based on statistical models. These are radically differ-
ent from formal approaches in that they attempt to extract sequential
evolutions by analyzing musical examples rather than by fixing a pri-
ori rules on the music. Statistical approaches thus trade the insights
offered by strict formal methods for greater flexibility. By imposing
less a priori assumptions on the structure of music, those methods
are, therefore, more able to extract unexpected structure as opposed to
methods which are constructed to extract musical scenarios that one
specifically looks for.

Nowadays, musical scenario inference is also commonly used as an
application example in general machine learning papers, even by au-
thors not originally from the field of music informatics (e.g. the recent
paper by Paiement, Bengio, and Eck [43]). Audio or symbolic music
time-series are sequences of n-dimensional vectors, with a large quan-
tity of data available in the form of MIDI or audio files.

Amongst methods of underlying sequence uncovering using clas-
sical statistical approaches, Hidden Markov Models (HMMs) have been
widely popular for their ability to automatically develop a structured
(though necessarily finite) memory of their input data. One can men-
tion the work of Paiement, Bengio, and Eck [43], in which they apply
HMMs to the problems of chord instantiation (the choice of notes for
a given chord) and melodic prediction. Another example is the study
by Raphael and Stoddard [46] of the use of HMMs for functional
harmonic analysis.

Moving on to more recent methods, a wide number of approaches
– including the one presented in this report – leverage deep learning
techniques. We present an overview of the key concepts in deep learn-
ing in Chapter 3. Briefly put, deep neural networks have the advan-
tage, compared to other machine learning techniques, of being very
flexible in terms of learning [5].

Indeed, they are built around hierarchical successions of several linear
and non-linear operations and as such are capable of computing highly
non-linear functions through successive non-linear transformations of
their input data. In comparison, Support-Vector Machines rely on a
single non-linear kernel and therefore have a more limited capacity
in handling complex data.

As a first example of symbolic scenario inference systems leverag-
ing deep learning, we mention the work of Soltau et al. [53]. They use
standard neural networks with an ad-hod, hardcoded notion of time
to perform temporal structure analysis on music for style inference.

Seemingly even more adapted to the analysis of musical time-series
are recurrent neural networks (RNNs). These neural networks are built
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specifically for the analysis of time-series and try to capture temporal
dependencies in the sequences they analyze. (More details on these
techniques are given in Chapter 4.)

Using recurrent neural networks has the advantage of involving
very few assumptions on the analyzed music: the only assumption
is that the music should embed some form of underlying temporal
structure that can be witnessed through statistical regularities. Hence,
a system that defines a mechanism for memory will be able to extract
temporal knowledge and, then, perform inference and predictions on
the music.

An example of such work is the paper by Boulanger-Lewandowski,
Bengio, and Vincent [10], which makes use of the RNN-RBM model
(a kind of deep generative graphical model) to tackle the task of melodic
prediction: “given a sequence of symbolic music, predict the next mu-
sic vector in the melody”.

RNNs give promising results in capturing long-term dependencies
in music. However they still do not address the issue of multi-scale
evolutions, which is a crucial issue for the proper analysis of musical
scenarios.

This research project is aimed at tackling this issue through the use
of deep recurrent networks.

Lastly, promising current results blend statistical approaches with
the formal methods described previously: the project MorpheuS1 [24]
aims at mixing traditional machine-learning (iterative optimization
algorithms) with elements of formal harmony theory. This goes to
show that the two groups of approaches described are not completely
disconnected from one another but can benefit from one another.

The approach to scenario inference we propose thus falls within
the scope of statistical methods. It makes use of deep recurrent neural
networks, namely deep lstms.

1 Hybrid machine learning - optimization techniques to generate structured music
through morphing and fusion.



3
M A C H I N E L E A R N I N G

We now propose a selective review of the field of machine learning,
by introducing its required general notions.

Then, we focus on the tools applied in our research project, namely
neural networks and their more modern evolution, deep neural networks.
First, we present the basic blocks of neural networks, artificial neu-
rons. Then we show how standard neural networks by combining
such neurons. Finally, in order to better understand the inner work-
ings of neural networks, we present the example of convolutional neu-
ral networks, which compute high-level features over the data they are
fed with.

3.1 general notions

In this preliminary section, we introduce the generic notions required
for machine learning approaches, from the definition of the problems
considered to the general gradient-based training techniques.

function approximation Most machine learning techniques
can be formally seen as a means of estimating a function.

That is, given an unknown function f : F → G between two (of-
ten high-dimensional) spaces F (the input space) and G (the output
space), find an estimate f̃Θ of f dependent on a set of parameters Θ.

The parameters Θ can be chosen to be a multi-dimensional vector
storing the values of each parameter in the machine learning system,
for instance the positions of the centroids in the k-means method or
the connexion weights in a neural network.

problem definition One often has a high-dimensional input
space F = Rn and seeks to obtain output values in either G = Rm or
G = {g1, ...,gm}, a finite set of abstract labels.

Canonical examples for G = Rm are regression problems, where one
tries to approximate a vector function between two high-dimensional
real spaces, that is, a transformation of the input data. A popular exam-
ple of regression is polynomial regression, a very simple model which
attempts to fit a polynomial to a set of values, thus allowing to de-
scribe them with a limited set of polynomial coefficients as well as
perform interpolation on the values of the unknown function under-
lying the data.

Traditional examples of problems where the output space G is finite
are classification problems: given some distribution of data, partition

8
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the distribution into a set of classes. A popular classification prob-
lem is the problem of mapping handwritten digits to the integer they
represent. This problem has been well studied within the machine
learning community [32], as will be presented in Section 3.4.

metric and error To define and quantitatively evaluate the qual-
ity of the approximate function f̃Θ, one needs a metric on the output
space, i.e. a function d : G× G→ R.

Given the metric d on G and a current value of the parameters Θ,
the point-wise error on a single data point x in F is defined as

d(f(x), f̃Θ(x))

Note that, ideally, one would use a norm ‖ . ‖ on the functional
space F → G and try to minimize the quantity ‖f− f̃Θ‖. This would
ideally lead to a perfect estimation, with optimal parameters Θ∗ such
that ‖f− f̃Θ∗‖ = 0, i.e. f̃Θ∗ = f. But performing the optimization on
the functional space as a whole is impossible, since one does not have
knowledge of f. This inherent limitation is the reason behind the intro-
duction of the core principle of machine learning, which is defined as
training by examples.

training by examples , error minimization Approximat-
ing the function f (learning it) is done by an iterative process of error
minimization on a given set of training examples, for which the value of
the input function f is known.

Formally, the training examples are provided as a set of N pairs
(xi, f(xi))i with i = 1 . . .N and xi ∈ F for all i.

The total error, or loss, L over the dataset is then defined as

L(Θ) :=

N∑
i=1

d (f(xi), f̃Θ(xi))

The goal of the training process is therefore to minimize the loss L,
i.e. trying to find the optimal value Θ∗ of the parameters such that

Θ∗ = arg min
Θ

(L(Θ))

gradient descent and learning rate A standard way of
performing this error minimization is through gradient descent.

Informally, gradient descent amounts to blindly looking for the low-
est point in a mountains field: because of the absence of visibility, one
can only make decisions on which path to follow based on local in-
formation. Then, gradient descent consists in repeatedly picking the
direction of steepest descent as the best direction available. In that sense,
gradient descent is a greedy algorithm [9].

The main issue with gradient descent is the fact that a mountains
field can very well have numerous valleys, that is, several local minima.



3.1 general notions 10

Furthermore, based solely on local information, one is unable to assess
whether a given local minimum is a global minimum. Local minima may
thus hinder the algorithm from finding a global optimum.

In mathematical terms: provided that the error function L is differ-
entiable with respect to the parameters Θ (providing, for any Θ the
gradient ∇ΘL(Θ)), looking for the optimum Θ∗ can be done in an
iterative fashion with elementary parameter updates of the form

Θt+1 ← Θt −α ∗∇ΘL(Θt)

In this formula, α, an external parameter (or hyper-parameter) of the
training algorithm, is called the learning rate. If gradient descent is
seen as a means of taking successive steps in the direction of greatest
decrease of the loss function with respect to the parameters, then α
controls the size of those steps.

This method does not necessarily yield the optimal Θ for error func-
tions which have multiple local minima. However it has been shown
to converge to a local minimum, provided that α be small enough [52].
Indeed, big values of α will often yield faster convergence but can
also lead to a slower or even divergent training, by causing the error
function to “jump” over the minima as the update steps are too large.

optimized learning rate Advanced versions of gradient de-
scent exist, which involve automatic adjustments to the learning-rate.

For instance, the method ADAGRAD [15] uses parameter-specific
updates of the form

Θkt+1 = Θ
k
t −

α0√
Gk + ε

∇L(Θkt )

for each parameter Θk, where α0 is the initial learning rate and Gk
is proportional to the square root of the sum of the squares of the previous
gradients applied to parameter Θk.

That is, a progressively decreasing learning-rate adapted to each of the
parameters is used, allowing to:

1. Perform larger steps at the beginning of the optimization, when
the distribution of parameters may lie far from any minimum of
the error function, so as to quickly move around the parameter
space and cross several local minimum areas,

2. Progressively lower (proportionally to the norm of the cumulated
gradient applied to each parameter) the learning rate for each pa-
rameter individually. Parameters which have received strong
updates are supposed to have left their initial random area and
hopefully reached a zone near a minimum, thus the gradient
updates become more refined to avoid “jumping” over this lo-
cal minimum.
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The ADADELTA method [56] further improves on ADAGRAD by
allowing the learning rate for each parameter to periodically increase,
thus avoiding the convergence of the learning rates towards 0 implied
by ADAGRAD. This allows the parameters to keep varying, rather
than receive infinitesimally small updates after a while.

stochastic gradient descent (sgd) Other forms of gradient
descent have been proposed, based on the behaviour of the algorithm
at the first steps of optimization, after a random initialization of the
parameters. In this early optimization stage, the parameters may be
in a rather “flat” zone, with no clear direction for the closest local
minimum.

Performing gradient updates based on a gradient computed over
the whole dataset may therefore have only a dim impact on the error
value, specially when this dataset is large (datasets with size greater
than one million examples are not uncommon [8, 26]).

One way of tackling this issue is SGD (Stochastic Gradient Descent) [9],
a widely popular alternative to vanilla gradient descent. SGD oper-
ates on mini-batches – small sets training examples sampled at ran-
dom from the training set – rather than on the full training set. The
idea is that these small gradient updates are faster to compute and
that quickly performing many updates using randomly chosen exam-
ples allows to “scan” the error space and hopefully get closer to a
minimum. Once an area close to a minimum has been reached, per-
forming standard gradient descent on the full dataset will become
meaningful and one can thus switch back to standard gradient de-
scent after a few steps of SGD.

3.2 neural networks

In this section we begin to introduce neural networks, a specific
type of machine learning systems which has proved very efficient in
many tasks in the last few years.

Neural networks are defined as connectionist systems: they are built
by connecting several identical computation modules, namely neu-
rons. In this section, we first present the definition of a single neuron.
In the next section, we then build a perceptron, the most basic kind of
neural network, by connecting several neurons.

definition Artificial neurons (as shown in Figure 1), were defined
by McCulloch and Pitts [35]. They are the building brick of neural
networks.
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A single artificial neuron is a function f̃ : Rn → R defined asf̃(x) = φ(y)
y = 〈x,w〉+ b = b+

∑n
k=1 xk.wk

Hence, it is composed of:

1. A transfer function: a function mapping an input to a single
value. Usually this function is a dot-product, a linear projection
of the input vector on a vector w, which outputs a weighted
sum of the inputs. For flexibility, a constant term, the bias, b is
added to this transfer function (otherwise, neurons could not
even approximate a non-zero constant).

The computed value y (in R) is called the pre-activation.

2. An activation function φ: a non-linear function applied on the
pre-activation y.

Figure 1: Definition of an artificial neuron

interpretation The algorithmic idea behind the transfer func-
tion is that the neuron is expected to take a decision and output a
given value y based on all of its inputs. Therefore, a function is needed
that aggregates all inputs into one meaningful value, on which to per-
form the decision. This is the main “trainable” operation of the neu-
ron, indeed the weights wk of the projection vector are the variable
parameters Θ that are optimized during training.

After this information aggregation has been done, yielding the acti-
vation y, the activation function φ computes the actual value o = φy

returned by the neuron.
Commonly used non-linearities φ include: the hyperbolic tangent,

the sigmoid functions or the Rectified Linear Units [18, 31].
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decision problems A large class of machine learning problems
can be fruitfully seen as binary decision problems: “given an input x,
does x satisfy some property P?”. This will allow us to give some
interpretations of the computations done by neurons.

In this context, the activation function is the function that performs
the decision making. An example of such decision function φ is the
Heaviside function, H, the most simple function which performs binary
decisions on real-values. It is defined as

H : x 7→

1, x > 0

0, otherwise

Example. An example of a decision making problem that can be natu-
rally performed by a neuron is the problem of evaluating the position
of point on the real plane R2, e.g. with respect to the line (an affine
hyperplane of R2) L of points with y-coordinate 1, i.e. L defined as

L = {

(
x

y

)
∈ R2| x ∈ R,y = 1}

Indeed, to decide if a point x with coordinates (x1, x2) lies above
the line L, one can compute the projection 〈x,w〉 of x on the vector

w orthogonal to L, that is, w =

(
0

1

)
. This yields the value x2. Then

x lies above L if and only if x2 > 1, or equivalently x2 − 1 > 0, i.e.
H(x2 − 1) = 1.

We can then write x2 − 1 = 〈x,w〉− 1, i.e. we set the bias b to −1.
Then one can perform this operation using an artificial neuron with

weightsw =

(
0

1

)
, bias b = −1 and activation functionH. This neuron

outputs 1 for a given input point if and only if it lies above the affine
vector L, otherwise it outputs 0.

geometrical interpretation We have presented the interpre-
tation of a neuron as a means of making decisions. A neuron can also
fruitfully be interpreted geometrically as a transformation of its input
data.

To begin with, note that networks use generic activation functions,
not tailored specifically to the problem and the data at hand.

Given a particular problem to solve, then, the solution might be
hard to evaluate on the raw data using only generic functions. The
neuron must therefore learn to transform its input data (in effect “bend-
ing” the input space F) in order to find a transformed space in which
this decision making can be found as a linear separation, i. e. amounts
to splitting the space with an hyperplane, as can be done with a neu-
ron.
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Indeed, a neuron first performs a projection of its input data on
an hyperplane of the input space. The optimal direction and affine po-
sition of this hyperplane given the problem to solve is learned by the
algorithm. After this projection has been computed, the subsequent
non-linear function can be seen as a deformation of the hyperplane on
which the data is projected. This allows to project on more complex
manifolds than hyperplanes.

features interpretation A final, alternative interpretation of
the behavior of a neuron is in terms of feature detection.

In the neuron’s definition, the dot-product y = 〈x,w〉 of the input
x with the internal vector w yields an estimation of the alignment of
those two vectors. This follows the definition

〈x,w〉 = ‖x‖.‖w‖. cos(θ)

with θ the angle between x and w, which is maximal when x and w
are aligned, i.e. equal up to rescaling.

Thus a neuron operates as a detector for a given feature w: it outputs
a maximal result when its input is aligned with w.

perceptron The single neuron is a function from a multi-dimensional
vector to a single real. In order to approximate multi-dimensional func-
tions, we introduce the perceptron.

A perceptron g : Rn → Rm is a collection of m individual neurons
g1, . . . ,gm, with weight vectors w1, . . . ,wm each of dimension n and
non-linearity φ (identical for all neurons). All neurons gi take the
same vector x as input and each outputs one dimension of the output

vector, i.e. for a given x in Rn, g(x) =


g1(x)

...

gm(x)

.

Mathematically, a perceptron performs:

• A matrix-vector multiplication,Wx, where the matrix W is com-
posed of the weight vectors for each individual neuron, in lines:

W =


(w1)>

...

(wm)>


• Followed by a point-wise application of the non-linearity φ:

φ(x) =


φ(x1)

...

φ(xn)
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Informally, perceptrons make use of different neurons, each trained
to solve one simple task, to combine their outputs and solve a more
complex task.

Example. Using three neurons, one can decide whether a point

(
a

b

)

of R2 lies in the first quadrant Q = {

(
x

y

)
| x > 0 and y > 0}.

In order to do so, one trains a neuron to detect if the point lies
above the horizontal axis, and a second one to detect if it lies right of
the vertical axis, which yields a new vector of R2.

Finally, one can use a third neuron on top of the outputs of those
two neurons to check whether they both output the value 1. Note that
in doing so, we have actually built a multilayer perceptron (presented
in Section 3.3). It can be proved [36] that solving this toy problem with
neural networks can only be done using at least two layers.

Another example is shown in Figure 2, which illustrates the idea of
input space bending. The task is to predict if a point in R2 belongs to
either the blue or the red part of the space. As illustrated, the input
dataset cannot be split by a line.

After going through the first layer, composed of two neurons with
sigmoid as non-linearity, the input space has been transformed as
shown below. The two regions are now separable using a line and
a single neuron above the outputs of this layer can indeed solve the
problem.

Figure 2: Transformation of the input space learned by a neural network
(via [41])

data representation With the previously introduced interpre-
tation of neurons in terms of feature detection, the perceptron can
also be seen to detect a set of features in its inputs. In this perspective,
a perceptron with m parallel units returns, for a given input, a vector
of size m containing the activation of each of the m feature detectors.

Let us stress the fact here that the interest of neural networks specif-
ically lies in the fact that these features (i.e. the weight matrix W) are
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automatically learned. That is, they are chosen and adjusted to com-
pactly describe and therefore optimally approximate the function f.

The output of a perceptron can therefore be interpreted as an alter-
native representation of the input data, in terms of explanatory features.

training The gradient-descent algorithm on single-layer percep-
trons is rather trivial. If the non-linearity φ is differentiable, the func-
tion computed by the perceptron is the composition of a linear op-
eration and a differentiable function, its derivative can therefore be
computed using the chain-rule.

Following the notations used for a single neuron, we denote as yi

the quantity fed into the activation function for neuron gi, i.e. gi(x) =
φ(yi).

The gradient value at x in Rn for the weight wij of the neuron gi is
then equal to

∂g

∂wij
(x) =

∂φ

∂yi
(yi) · ∂y

i

∂wij
(x)

= φ ′(yi) ·
∂
(
bi +

∑n
k=1 xk.wik

)
∂wij

(x)

= φ ′(yi) · xj

note : parameter initialization In the absence of any pre-
liminary knowledge of the data considered, the initial parameter dis-
tribution can only be initialized by being randomly drawn from some
chosen distribution.

Standard distributions as the uniform or normal distributions for
instance can be used. More advanced methods exist though, aimed
specifically at special machine learning architectures, such as kaiming
for neural networks using Rectified Linear Units [22].

3.3 deep neural networks

principle of compositionality A motivation behind the use
of deep architectures is the principle of compositionality. This principle
states that real-world observations can be explained by the composition
of elementary elements (e.g. the ocean is made of water drops, which are
themselves made of water molecules, in turn made of atoms, down
to the sub-atomic particle level).

Remark. Compositionality in tonal music
This principle appears to apply fittingly to Western tonal music,

where a polyphonic music piece is composed of individual voices, them-
selves built in musical phrases, each made of consecutive chords and
those chords are made of elementary notes.
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This observation motivates the application of such compositional
approaches to music. Note that this is the sole assumption made about
the musical structure.

multi-layer perceptron A Multi-Layer Perceptron (MLP) is a
network composed by a succession of perceptrons, each called a layer
of processing.

The inputs of the perceptron at layer n+ 1 are the outputs of the
perceptron at layer n. An example of MLP is displayed on Figure 3.
In this Figure, the neurons j and i respectively at layers (n− 1) and n
are connected with a weight Wn

ji.

Figure 3: Three layers of a Multi-Layer Perceptron

Note that the non-linearity φ on the output of each layer becomes
crucial in the context of MLPs. Indeed, if we only performed a linear
operation at each layer, then the whole network would compute a suc-
cession of linear operations, i.e. it would be equivalent to computing
a single linear operation.

In order to approximate more complex functions that linear ones,
the non-linearities are therefore required.

motivations We have seen how to define a single perceptron
layer.

Why would one want to use more layers? During the course of our
running example of point location in R2, note that we introduced a
second layer to be able to locate a point with respect to two distinct
lines. One could wonder if this second layer was really necessary. In-
deed, one could think solving this seemingly simple problem would
be possible by using a single layer perceptron. It turns out that this is
not possible, as was formally proved by Minsky and Papert [36].

In this paper, it is shown that adding more layers to a network
does augment its representation power: there are classes of functions
which cannot be approximated using a single layer perceptron, but
can be approximated by adding more layers to the network. Further-
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more, adding layers to a network can drastically (exponentially) reduce
the number of units needed to solve a given problem.

training : backpropagation The canonical gradient descent
algorithm on MLPs is called backpropagation and was introduced by
Rumelhart, Hinton, and Williams [48].

The back-propagation algorithm is initialized at the output layer of
the network, where the network’s error is computed. It then consists
in estimating, for any given example, the contribution of each neuron
to the global error on this example. The weights of each neuron are
then adjusted so as to minimize this individual contribution.

If the non-linearity φ and the metric d are differentiable, the gradi-
ent of the error can be computed by application of the chain-rule.

The main advantage of backpropagation is that it requires a num-
ber of computations linear in the number of units of the network.

vanishing gradient and lack of computational power

An issue empirically occurs when training deep networks, called the
vanishing gradient [17]. This relates to the fact that the gradients in a
deep network tend to get exponentially smaller as one goes from the
output layer to the input layer.

This can lead to a situation where the gradient of error on the first
layers is so small that the updates have no quantitative effect on the
parameters. In that case, the first layers of the network are not trained.
This is a serious problem, since they are randomly initialized and, if
they are not trained, their effect on the input data is simply to mangle
it.

This is due to the fact that the recursive expression of the gradi-
ent obtained by the chain-rule is multiplicative (because the chain-rule
itself is multiplicative). Add to this the fact that the most widely
used non-linearities in the 90s and beginning of the 2000s were sig-
moid and the hyperbolic tangent, which have derivative with norm
bounded in [0, 1]. Using such non-linearities, at each layer during
backpropagation, the initial gradient of error is multiplied by quanti-
ties always less than 1. In that case, the gradient shrinks exponentially
along the layers.

Note that the problem of the exploding gradient also exists. It occurs
when the quantities by which the initial gradient is multiplied are
always greater than 1, leading to exploding weights in the first layers,
with values too large to store.

Simultaneously, in the 90s and beginning of the 2000s, another
issue for deep learning was the lack of computational power and the
scarcity of data to analyze. Indeed, deep networks have a very high
learning power, with a lot of parameters (weights) to train, thus they
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require intense computations to train, as well a a high quantity of
data to reach proper parameter estimations.

the deep learning revival These issues strongly held back
the development of deep neural networks until about 10 years ago
when Bengio et al. [7] introduced a new way of training these net-
works that got rid of the vanishing/exploding gradient issue.

This method, greedy layer-wise pre-training, consists in training the
layers successively to reconstruct their input, i.e. the output of the
previous layer. This proves very efficient in providing a good initial-
ization of the weights of the network and completely removes the risk
of vanishing gradients, since the gradients are never backpropagated
on more than one layer.

In the meantime, computational power had gratly increased, partly
thanks to the development of GPUs, computing units optimized for
matrix computations. The availability of data also greatly expanded,
with the development of the Internet providing a wealth of content
uploaded by individuals. An example is the Flickr dataset [26], which
contains one million of annotated pictures uploaded by individuals.

Altogether, this finally made it possible to train very deep net-
works and sparked a renewed interest for deep learning techniques.

training with rectified linear units Various other solu-
tions to the vanishing gradient problem have since emerged, the newest
and currently most popular of which proves empirically very effi-
cient. It makes use of specific non-linearities: Rectified Linear Units, or
ReLUs, as displayed in Figure 4.

ReLUs, defined as x 7→ max(0, x), are not smooth around zero,
which is theoretically a problem when computing the gradient.

In practice, implementations [13] ignore this non-linearity and sim-
ply trim the gradient to zero below zero.

Why ReLUs actually really work remains somewhat obscure, but
the results are currently the best available [18].

3.4 convnets and high-level representations

Note that although convolutional neural networks are not applied in
the following, they constitute an insightful illustration of the capacity
of deep neural networks to learn high-level features from their input
data, hence their presentation in this review.

convolutional neural networks Convolutional neurons, in-
troduced by LeCun et al. [33], are an extension of standard neurons
in which the transfer function, which maps the input to the value sent
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Figure 4: Rectified Linear Unit activation functions

into the non-linear activation function, is a convolution with a learned
kernel.

These neurons search (through the convolution operation) for oc-
currences of their kernel in their input data and activate when this
feature is detected. The size of the learned features is a parameter of
the neuron.

Convnets are (usually deep) neural networks built using such con-
volutional neurons.

higher-level representations Convnets rely strongly on the
compositionality principle and compute successive higher-level rep-
resentations of their inputs.

Indeed, if one perceptron computes a high-level representation of
its input data, then, the perceptron at layer (n+ 1) computes a higher-
level representation of the representation computed at layer n. Now, given
that a convolutional layer operates by detecting occurrences of some
small-scale features within its input, then, in a Convnet, the convo- Convolutional

features of size 3× 3
are common for
picture analysis, see
for instance the
network built
in [51] to perform
image classification

lutional layer n+ 1 operates by detecting co-activations of the features
detected by the previous layer, that is, features at a bigger scale.

If the compositionality principle is respected, then such an approach
makes sense. Indeed, the data can be decomposed into a structure
made of blocks, themselves built by the simultaneous presence (co-
activation) of several smaller blocks. Each convolutional layer then
extracts a refinement of those structural blocks.

classification example : mnist To illustrate the idea of high-
level representations extraction, consider the concrete case of hand-
written digit classification, where one trains a system to associate pic-
tures of handwritten digits with the actual digit they represent.

This has been extendedly studied using the MNIST dataset [32]. A
sample from this database is presented in Figure 5.

In the context of pictures, the computed features will themselves
be pictures, i.e. a picture of a digit is recognized by decomposing it
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Figure 5: Sample (left) and features (right) from the MNIST dataset (via [1])

over a set of elementary pictures. The above layers in the networks
operate on combinations of the features at their underlying layer.

Empirically, one observes that when training a convolutional net-
works on the MNIST dataset, the high-level features obtained resemble
those presented in Figure 5. The first layer features are small linear
edge detectors (the most simple of pen strokes). These basic features
are then used on the above layers to detect more and more complex
pen strokes, up to complete digit recognition. This indeed follows the
compositionality principle.

a note on learning power and quantity of data The
deeper a network and the more trainable parameters it has, the more
flexible it will be and the more complex functions it will be able to ap-
proximate. But this has a cost, as stated before, since a network with
many parameters will require many training examples to properly
approximate any given function (because its parameters lie in a very
high dimensional space). By showing the network many different ex-
amples, it is able to build a precise representation of the distribution
of the input data manifold.

Hence the following informal principle:

“The more data, the better”

Or, stated in another way, “data is the best regularizer”, in the sense
that plentiful data strongly constrains the network’s parameters to pro-
gressively reach their proper distribution.

This principle guided the choice of a very large dataset for the work
presented here.



4
R E C U R R E N T N E U R A L N E T W O R K S

Now that the general machine learning and deep learning notions
have been introduced, we presents a quick overview of the field of
recurrent neural networks: networks that deal with time series, ie.
functions of the time.

We consider in the following that the inputs to the network are
functions t 7→ x(t) of the discrete time t.

We start by introducing general recurrent neural networks. We then
move on to presenting the main model used in our research project:
lstm networks. These networks are known to give state-of-the-art re-
sults on time series analysis.

on learning and memory The main motivation for the intro-
duction of RNNs is the introduction of memory in learning. Indeed,
in order to properly analyze sequences that vary over time which can
follow arbitrarily complex structure and have some arbitrarily long
temporal dependencies, one requires some notion of memory.

4.1 generic rnn

RNNs are a way to deal with memory whilst alleviating the power
of neural networks. They are almost identical to standard NNs, to the
decisive difference that they have recurrent connections, which allow
them to carry the output of a particular neron at further time steps.
Hence, they operate sequentially on their input sequences and are fed
at step t both with their input data x(t) at time step t and the network’s
output o(t − 1) at the previous step. This allows for the transport of
some information within the network over time.

One can convert an RNN to a standard NN. To do so, one unrolls
the recurrent connections over time, by duplicating the layers at each
time-step and explicitly writing the memory connections. This yields
a standard NN. This process is illustrated in Figure 6.

For a network with non-linearity φ, the RNN learns two weight
matricesWin etWrec.Win operates on the inputs, andWrec operates
on the recurrent “feed-back” connexion (which feeds the network’s
output back into it).

Using these weights, the output at step t is computed according to
the following equation:

o(t) =Win · x(t) +Wrec · o(t− 1)

22
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Figure 6: Unfolding an RNN through time (via [40])

backpropagation through time This unrolling through time
is actually at the basis of the training algorithm for recurrent net-
works: the Backpropagation Through Time (BPTT).

It simply consists in two steps:

1. First, the RNN is unfolded for some fixed amount ρ of time
steps, yielding a standard NN,

2. Then, standard backpropagation is applied to the obtained NN,
and the weights of the RNN are updated according to their time-
position.

long-term memory The main issue with vanilla RNN is their
inability to handle long-term dependencies, that is, they cannot trans-
port information over a long time period, as was formally investi-
gated by Bengio, Simard, and Frasconi [6].

This is a problem when dealing with musical scenarios, for instance
in the case of da capos. Those require knowledge of the very beginning
of a potentially long sequence, right at its end.

The following section introduces a widely popular solution to this
issue: Long Short-Term Memory networks.

4.2 long short-term memory

long short-term memory unit Long Short-Term Memory units
(lstm), introduced by Hochreiter and Schmidhuber [25], are a special
kind of recurrent units aimed specifically at transporting information
over long periods.

Informally, their originality and success comes from the fact that
they are based on multiplicative operations, which allow them to mod-
ulate (scale) their input data with some previously stored memory.

An illustration of an lstm unit is presented in Figure 7. Multiplica-
tive interactions are depicted as black squares between connexions.

memory cell and gates More precisely, lstm units hold a mem-
ory cell, which is expected to learn and store the internal memory of
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Figure 7: Long Short-Term Memory unit

the unit, and three gates, which control how the memory cell’s content
is being updated and used.

This “control” is done via a multiplicative operation, the point-wise
multiplication of vectors.

The three gates, standard neural networks receiving input from the
current input x(t) to the network and the previous output o(t− 1),
are:

1. A forget gate, which controls which part of the memory to forget.
For instance, the network can “decide” , based on the input
x(t) and the previous output ot−1, to “forget” all dimensions
in the memory vector but the last, by modulating the recurrent

connexion with the vector
(
0 . . . 0 1

)>
.

2. An update gate, which controls which part of the units input
to store into the memory cell. Similarly, the unit can decide to
select the value at the first dimension in the current input, by

multiplying it with the vector
(
1 0 . . . 0

)>
.

3. An output gate, which controls which part of the memory to
output at the current time-step.

At each time t, the content of the memory cell is then updated by
combining – through a simple sum of the two vectors – the values
stemming from the update gate and from the forget gate,

Optimizing the weights in those gates through training, the lstm

can be taught to properly manage its memory for various operations.
Through these mechanisms, it can transport information over long

periods, by storing some values into the memory cell and simply
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passing it on until some event in the input triggers the output of
the memory.

Similarly to the interpretation of convolutional neurons as feature
detectors, lstm units can be interpreted as detectors for arbitrarily
long temporal patterns within sequences. The patterns learned (the “fea-
tures”) are the sequences which maximally trigger the unit’s output.

lstm layer Akin to perceptrons, an lstm layer is built by assem-
bling together independent lstms.

Therefore, such layers learn to detect different patterns within their
sequences.

lstms have had tremendous success in many applications within
the time-series analysis field, including text [44] or video [54].

The work presented in this project mainly relies on those networks.

deep lstm networks Deep lstm networks are a natural exten-
sion to lstm layers: they are networks composed of successive lstm

layers.
The expected effect is the same as deep convolutional networks,

which learned features of increasing scale at each layer, by learning
features over the features computed by their underlying layer.

Here, layer n+ 1 detects temporal patterns over the output of layer
n, which in turn detected patterns over the outputs of layer n − 1.
Thus, layer n+ 1 can be seen to detect larger-scale patterns over the
inputs of layer n− 1

Thus, deep lstm network can be expected to operate at varying
scales and uncover complex temporal dependencies in the sequences
they analyze.

In practice, deep lstms give state-of-the-art results on temporal
analysis of time series, outperforming standard deep neural networks,
e.g. in speech recognition [50].



Part II

P R E D I C T I O N A N D A B S T R A C T S C E N A R I O
I N F E R E N C E

In this second part, we present our approach to the sce-
nario inference and prediction problem.

Prediction is performed through temporal analysis using
recurrent neural networks. Due to the high representation
power of these networks and their large number of param-
eters, we searched for a large dataset on which to train
them. This lead us to the choice of the Million Song

Dataset, which provides one million chromagrams.

A meta-optimization loop is implemented to devise an ap-
propriate architecture for this task, given the large dataset
at hand.

The abstraction step is done using clustering algorithms
on the available chromas, effectively turning a sequence
of chromas into a sequence of abstract labels.

Figure 8: Proposed prediction and symbolization architecure



5
C H R O M A P R E D I C T I O N

In this chapter, we present the prediction model we use for our mu-
sical scenario inference task. The goal here is to be able to predict
subsequent steps in a musical sequence, allowing to extract some sce-
nario with lookahead from musical sequences.

We propose in this first experimentation to train a model at a beat-
by-beat rate to predict the one next chroma based on a sequence of
chromas.
Remark. It should be noted prior to all discussion that, due to the
large scale of the networks considered, training is costly and takes
time. Thus, although the complete data importation/processing and
training pipeline has been implemented during the course of the
internship, quantitative results for this section are not yet available,
since the training is still taking place at the time being. Updated re-
sults should be added as soon as available, including comparisons
between different network architectures.

5.1 data

Given the representation power of lstms and their large number of
parameters, a large dataset is required.

We use the Million Song Dataset [8], which is one of the largest
datasets available for symbolic music. It provides chromagrams, that is,
sequences of chroma vectors, for one million of “popular” music pieces
(see cited article for a description of how the dataset was built).
Remark. Chroma vectors are 12-dimensional arrays (of [0, 1]12) describ-
ing, for a given musical frame, the relative importance of each pitch
class (from C to B[) within this frame.

We therefore settled on building a prediction system for chroma
vectors.

Given the data available (event-based chromagrams), one can recon-
struct chromagrams at any chosen time-rate. For our preliminary ex-
periments, we settled on beat-by-beat analysis of the chromagrams.

5.1.1 Dataset split

From the 1 million elements of the dataset, we extract ≈ 10% to build More precisely, the
last 2 data folders of
the dataset, i. e.
folders /data/Y/
and /data/Z/.

a test set.
This test set is used to compare different network architectures. Ex-

amples from this subset are not used during the training, so as to per-
form the testing on examples completely unknown to the networks.

27
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5.2 model

Motivated by their strong results on time-series analysis and taking
into account the expected complexity of the musical prediction prob-
lem – with e.g. a high quantity of different styles to learn –, we settled
on the use of lstm networks for the prediction task.

Considering that temporal evolutions within music can be found
at varying time-scales, we furthermore use deep lstm networks so as
to take into account temporal dependencies at several time-scales.

The networks are then trained to perform the following task: “Given
a sequence of chromas x(0) . . . x(t0 − 1) of duration t0, predict the
next chroma vector x(t0)”.

If we write o(t0) = f(x(0) . . . x(t0− 1)) for the network’s prediction
at time t0, the network’s error at time t0 is then equal to d(o(t0), x(t0))

Using our system, one can perform long-term predictions via the
following recursive formula:

o(t0 + 1) = f(x(1) . . . x(t0 − 1)o(t0))

That is, one successively predicts the next time-step, conditioned
on the previous predictions.

Necessarily, the quality of the predictions will decrease with the
length of the successive predictions performed.

Remark. Note that these networks are not by any means restricted to
work on chromagrams. The choice of working with chroma vectors
was mostly motivated by the availability of data.

5.2.1 Slicing the examples

lstms are heavy structures and operate slowly on long sequences,
which involve very large matrix multiplications with the lstm’s internal
weight matrices. Therefore, they are generally [50] trained using SGD
on mini-batches of short sequences, obtained by slicing the sequences
from the dataset.

The length t0 of the sequences with which to train the network is a
hyper-parameter of the network.

5.2.2 Temporal horizon of prediction

Alternatively to the model presented above, which predicts the single
next chroma vector for an input sequence, one could train the network
to predict the k subsequent chroma vectors conditioned on the input
sequence.

The effect of this choice on the quality of the prediction is compared
in the hyper-parameter optimization loop, by comparing the results
for networks trained with different prediction horizons.
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5.3 metrics on chromas

In order to compute errors and evaluate the quality of the predictions,
one must choose a metric on the space of chromas.

Note, first, that comparing different metrics between one another
in abstracto does not make sense.

Nevertheless, if one fixes a metric of reference (e.g. the L2-norm),
one can compare the effect of the different metrics on the training.
Indeed, one can train a given network using different metrics for the
error, then compute the total error on the test set using the L2-norm
and compare this error between all the networks.

Furthermore, although various metrics exist, interpreting the errors
on the outputs of a chroma prediction system is hard. It comes down
to the difficulty of relating the error from a metric on the chroma
space [0, 1]12 with actual human perception: completely mistaking a
fifth for a third actually has far less perceptual impact than adding a
bit of the diminished second to a chord major chord.

With this in mind, the go-to metric on real-valued spaces is the
L2-norm, a completely agnostic metric (it makes no assumptions on
the data). It is therefore not really semantical.

Other metrics exist, which may be more meaningfully interpretable.
A popular example is the Kullback-Leibler divergence [30], defined

as

DKL(P‖Q) =
∑
i

P(i) log
P(i)

Q(i)

The KL-divergence estimates the similarity between two (here discrete)
data distributions P and Q (in our prediction context, P would be the
prediction targets for the chosen dataset and Q the actual outputs of the
network).

One could also envision the use of a metric incorporating music-
analysis notions, such as the Tonnetz-distance presented by Harte, San-
dler, and Gasser [21]. This distance embeds some elementary notions
of harmony theory, only taking into account the relations between
tonics, thirds and fifths.

Another possible approach to a quantitative means of evaluating
the quality of predictions – though rather extreme –, is to discard
altogether the volume information and use a binary accuracy crite-
rion, such as the Hit/Miss accuracy measure Acc presented by Bay,
Ehmann, and Downie [4]:

the acc measure Acc operates on binary activation vectors. If
y is the target vector of binary activations and x the binary prediction
vector (x is expected to predict the activations in y), we use the usual
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definitions of true positives, false positives, true negatives and false nega-
tives, as presented in [4].

For instance, a false positive (on dimension i) is an x such that
xi = 1 whereas yi = 0.

We write TP for the number of true positives in the prediction x for
target y, FP for the number of false positives and FN for the number
of false negatives.

Using this, Acc is defined as

Acc(x,y) =
TP

TP+ FP+ FN

Acc ranks how well the vector x predicts the activations of the tar-
get.

We can apply Acc to vectors of [0, 1]n by first thresholding them by
some chosen value ε in ]0, 1[. For chromas, a pitch class is considered
“active” if its value is greater than ε.

We will use this measure to perform some (partly) interpretable
quantitative evaluations of the trained networks.

5.4 implementation and hyper-parameters optimization

The training is performed within the Torch [13] framework.
A pipeline to import the data was implemented. This implementa-

tion takes into account the issues associated with the large quantity
of data in the dataset, which all cannot be loaded onto memory at
once. We thus implemented a sliding window over the dataset. This
sliding successively loads examples, slices them into small sequences
of duration t0 to feed the network with and aggregates them into a
single matrix for faster computations.

Furthermore, the number of parameters to choose from when using
lstms is large. It includes amongst others:

• The number of lstm layers of the network,

• The number of lstm units per layer,

• The slicing duration t0 to use,

• The duration k of the predictions to perform,

• The metric d to use on the chroma space for training,

• The initialization function to apply on the network’s weights,

• The eventual non-linearities to apply on the output of each lstm

layer.

Therefore, finding the best architecture for the task at hand is hard.
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To perform this parameter adaptation, a hyper-optimization loop
was implemented. This loops starts by generating several network ar-
chitectures by sampling the value of each hyper-parameter from a pro-
vided distribution (in practice a Gaussian kernel). The networks are
then trained with some iterations of SGD using the dataset provided.
They are finally ranked by their total error value on the test subset.

At each iteration of this loop, the kernel for each hyper-parameter
is adapted to try and focus on the best hyper-parameter values.

5.5 results

The training loop is still in progress. Results will be added when
available.
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C H R O M A S Y M B O L I Z AT I O N

The symbolization step takes a chromagram as input and outputs a
sequence of abstract labels.

For our application, we implement a rather simple approach: we
train a clustering algorithm on the Million Song Dataset, which
then allows to convert any chroma vector into an abstract class label.

6.1 clustering

The clustering problem is a traditional problem in machine learning.
Consider some input data D = {xi}i=1...N. A clustering algorithm

with k classes is expected to split the dataset into k classes, i.e. return
a partition D1, . . . ,Dk of D into k subsets.

Note that the value k is in some cases a hyper-parameter of the
algorithm, to be fixed by the user, and in other cases it is devised by
the algorithm itself.

algorithms Popular clustering algorithms include [27]:

• Hierarchical clustering, based on building a taxonomic tree of the
data points. This taxonomic tree is based on a distance on the
dataset.

The advantage of hierarchical clusterings is that one can extract
clusterings with arbitrary numbers of classes between 1 and N
from a hierarchical clustering, by choosing at which number
of classes to stop refining the tree. Their disadvantage is their
quadratic construction time.

• k-means, with k fixed, attempts to build k classes D1, . . . ,Dk
with centroids µ1, . . . ,µk via a stochastic process minimizing
the quantity:

∑k
i=1

∑
x∈Di

‖x− µi‖2, the within-cluster sum of
squared distances.

Good clusters are therefore clusters with a small radius. A k-
means clustering can be computed in time linear in the size of
the dataset.

An example of k-means using 3 clusters on a dataset sampled from
a Gaussian distribution is presented in Figure 9.

We use k-means in our application, because it is a simple to imple-
ment, popular model with efficient implementations [28].

32
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Figure 9: Clusters computed by k-means, k = 3

6.2 evaluation

Clusterings with different numbers of clusters will give different re-
sults. The “quality” of a clustering in out context is again hard to
evaluate in abstracto: what makes a clustering good is somewhat sub-
jective.

Whether a clustering is “good” or “bad” could nonetheless be as-
sessed in the context of the co-improvisation application we present
below. Indeed, when connected with a co-improvisation system, a
“good” clustering will produce abstract sequences which will in turn
provide “rich” improvisation possibilities, with satisfying musical re-
sults.

In this case, the quality of clusterings should therefore be evaluated
in conjunction with a musician, who could judge and rank the co-
improvisations generated using different clustering parameters.



Part III

C O - I M P R O V I S AT I O N A N D
S T Y L E - A D A P TAT I O N

In this last part, we propose a theoretical architecture for
reactive structured co-improvisation and style adaptation us-
ing the scenario inference and prediction tool presented
before.

Existing co-improvisation systems cannot simultaneously
reactively adapt to a musician’s style and anticipate on
his playing. We propose to connect the symbolic outputs
of our network to a pre-existing co-improvisation engine
which operates on sequences of abstract labels. Using this
system in real-time with a human improviser, we could
both infer a scenario to his playing and anticipate on his
next steps, allowing for smooth, synchronized transitions.

We furthermore propose a framework for style adaptation,
that is, adapting our model’s outputs to the style of a par-
ticular musician. This can be done by setting up an adver-
sarial network [19]. To this effect, we present a quick intro-
duction to the theory of adversarial networks.

Theoretical results show that, under some assumptions,
this architecture leads to a good approximation of the mu-
sician’s style, i. e. the system learns to better predict the
musician’s playing.
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A S T R U C T U R E D C O - I M P R O V I S AT I O N
A R C H I T E C T U R E

7.1 on co-improvisation systems

Co-improvisation is the general problem of synthesizing new, original
sequences based on the analysis of a set of example sequences.

In the music informatics field, co-improvisation refers to systems
which analyze some symbolic corpus of musical sequences and ex-
tract some low-level abstract sequential structure from this corpus. These These systems can

also operate on
concrete data, such
as audio, via a
symbolization
process, as presented
in Chapter 6, given
a chosen
symbolization step.

systems first compute a symbolic abstraction of the provided corpus
using the chosen criterion, then analyze it to find some temporal
patterns and construct a memory which embeds these patterns. Co-
improvisation then consists in synthesizing new sequences using this
constructed structural memory.

These systems can be used in real-time in conjunction with a live
musician. For instance, one can generate some live harmonic accom-
paniment for a musician when the chosen criterion is harmonic simi-
larity.

Existing approaches vary in how much they constrain the sequence
generation and roughly fall into three general classes.

free generation The first group of systems is devoted entirely
to free, unconstrained generation. These systems first build their struc-
tured memory from the corpus, then freely navigate it to output some
new sequences. Here, the different approaches differ in the computa-
tional model used for the construction of the memory.

Existing systems include the Continuator, by Pachet [42], which is
based on Markov chains, and OMax [3], based on Factor Oracles [2],
automata aimed at extracting repeated sub-sequences within a sym-
bolic sequence.

reactive synthesis The second group of approaches are reac-
tive systems which extend the previous approaches by allowing to
guide the synthesis by a stream of inputs. At each generation step,
the next output is chosen based on a provided compatibility criterion.
For instance, if the inputs are MIDI notes from a live musician, one
can perform an harmonic analysis and constrain the model to gener-
ate some harmonically compatible accompaniment.

Example of such systems include SoMax – an extension to OMax
which guides the run on the memory via a local optimization of the
compatibility criterion. Another example is VirtualBand, by Moreira,

35
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Roy, and Pachet [37]. VirtualBand which is built around a dictionary
of solo instrumental recordings by different musicians on different in-
struments and in different styles. A solo musician can then construct
his own band by selecting different instruments, then choosing a style,
then playing: the backing music is generated using the recorded cor-
pus and adapts (via real-time music information retrieval tools) to
different parameters of the human musician, e. g. picth, volume and
density of notes.

scenario-based generation Finally, other, recent approaches
constrain the very musical scenario followed by the generation pro-
cess. This scenario can be described in the form of a symbolic se-
quence, which the human improviser is also expected to follow. This
sequence is then used by the co-improvisation engine to sequentially
guide the generation, thus enforcing the underlying structure of the
generated music.

One of the key advantages of this approach is the ability to use
future information to make better generation choices. Indeed, by per-
forming lookaheads into the future steps of the scenario, the co-impro-
visation engine can perform some anticipations on what the human
improviser is going to do. In the case of a harmonic scenario (e. g. a
chord progression), this allows to introduce cadences or modulations
in synchronization with the musician.

An example of scenario-based system is Improtek by Nika, Chemil-
lier, and Assayag [38]. Using pattern-matching algorithms on sym-
bolic sequences, the symbolized inputs from the musician are com-
pared with the scenario to follow it in real-time. Improtek is also
partly reactive in that it can dynamically rewrite the scenario using
external information [39], adapting the generated outputs in real-time
to this evolving scenario. The scenario can be modified for instance
via parameters controlled in real-time by an external operator or us-
ing a set of pre-coded formal rewriting rules.

Nonetheless, a basic scenario still has to be provided prior to the
performance.

We propose a theoretical architecture that allows to bridge the ap-
parent gap between the fully reactive methods and the scenario-based
approaches, by providing a hybrid dynamically inferred-and-refined
scenario. In the concept of this prototype, the scenario sent to the ex-
ternal scenario-based co-improvisation engine (for instance Improtek)
is inferred in real-time from the music played by the human improviser
and incorporates dynamically updated short-term anticipations.
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7.2 structured co-improvisation with inferred short-
term scenario

This architecture makes crucial use of the scenario inference system
presented in the previous section.

We fix here a rate at which our networks operate (this allows to
operate on a discrete time-scale), for instance the scale of the beat,
with a fixed tempo.

In the proposed architecture, the short-term scenario of the music
played by the live musician is computed in real-time by analyzing its
inputs, computing the associated chroma vector sequence and sym-
bolizing it using the previously trained clustering. This short-term
scenario is passed on to the co-improvisation tool, Improtek in our
case.

Furthermore, the prediction network allows to generate a real-time
probable scenario for the next time step(s), which indeed makes it
possible to perform short-term anticipation on the music played by
the musician (i. e. use at time t the inferred information for time
t + 1, t + 2 . . . ) and introduce smooth transitions in the music gen-
erated by the co-improvisation tool, for instance through cadences or
modulations.

At each tick of the clock (defined by the chosen rate), a new short-
term scenario is therefore passed on to Improtek, dependent on the
current inputs to the system, the new predictions as well as the past
predictions.

The whole architecture is displayed in Figure 10.

7.3 software architecture

In order to implement this architecture, an OSC (Open Sound Con-
trol [55]) network is set up.

The input stream (audio or MIDI) is run through Max/MSP which
performs a beat-by-beat chroma analysis.

The prediction block functions as a server which receives the chroma
vectors from Max/MSP, runs them through the prediction neural net-
work and sends the predicted chroma vectors to the symbolization
neural network via OSC.

The symbolization (clustering) engine receives both the input chro-
mas and the chromas for the predicted continuation. It concatenates
them and finally turns this sequence of chromas into an abstract se-
quence of cluster labels, the partly inferred, partly predicted real-time
scenario.

This scenario is then sent to Improtek via OSC, which can generate
an output sequence following it.
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Figure 10: Proposed co-improvisation architecture

This process is dynamic: the short-term scenario used by Improtek
is re-updated in real-time by comparing the predictions done with
the actual outcomes. If the predictions were wrong, the sequence cur-
rently generated by Improtek is updated to follow the new scenario.



8
S T Y L E - A D A P TAT I O N

In this last section, we propose the prototype of an architecture for
style-adaptation (or style modeling). In this setup, the extension to the
co-improvisation engine we presented in the previous section is fur-
ther trained, in real-time, on the human improviser’s inputs. The goal
here is to better adapt the network’s predictions to the music played
by the musician, hopefully leading to a better scenario and more se-
mantical synchronization between the human and the machine.

Two approaches to this are proposed, the first of which is rather
trivial. The second relies on adversarial training [19], a recently in-
troduced training framework for generative models. To this end, we
present a review of generative networks and adversarial training. Ad-
versarial training allows to build models which efficiently synthesize
data resembling examples from a given dataset. Here, we want to
build a network which generates predictions which closely resemble
the playing of the live musician whose style we want to mimic.

In both cases, at each discrete time step t, the network’s prediction
o(t) is compared with the musician’s actual output x(t) and we try
to further minimize the prediction error.

Note that the gains implied by these approaches can be evaluated
by monitoring the evolution of the mean prediction accuracy whilst
performing this further training. But it should even more crucially be
assessed during improvisation sessions with a human musician.

8.1 naive finetuning

Finetuning refers to using a small task-specific dataset to further train
a network already trained on a large corpus of examples.

This allows to effectively “finetune” the networks weights to better
solve the task at hand.

The easy way of performing style-adaptation on a given musician
is thus to finetune the prediction network using the the new data pro-
duced in real-time by the musician as new training examples. Thus,
we continuously perform gradient descent on the musician’s outputs: at
each instant t, a new example pair is available where the training
sequence is x(t− t0)x(t− t0 + 1) . . . x(t− 1) and the target is x(t).
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8.2 adversarial training

The second approach is more advanced and relies on so called adver-
sarial training.

The context here is that of generative networks: neural networks
trained to generate new data resembling the data they were given as
example. In a probabilistic approach, these networks try to approxi-
mate the density distribution of their input data in order to sample from it
afterwards. Adversarial training is a means to further refine the out-
puts of such networks, hopefully making them indistinguishable from
real example data.

We first present the Variational Autoencoder, a popular example of
generative model, then we introduce adversarial training.

8.2.1 Variational autoencoders

Variational auto-encoders (VAEs) [29] are a popular type of generative
networks.

These networks are built as the succession of two deep networks:

• An encoder E, which computes a vector E(x) of high-level fea-
tures based on the input data x. E can for instance be a standard
MLP,

• A decoder D, which is trained to reconstruct the input data from
the code computed by the encoder, i.e. trained with the target
criterion ∀x,D(E(x)) = x.

Such a network is displayed in Figure 11.
The specificity of variational autoencoders is that they consider the

outputs of the encoder as a random variable which follows a chosen
distribution, dependent on some trainable parameters. For instance,
the introductory article puts a Gaussian prior on the outputs of the
encoder.

The parameters of the distribution are then trained so as to obtain
a proper autoencoder. Indeed, by using a specific training criterion (ob-
tained via the so-called variational bound), the networks can be trained
in such a way that: for ε small enough compared to E(x), G(E(x) + ε)
constructs a data point which resembles the original data (according
to the metric on the output space G). In effect, one can generate new,
meaningful data samples by small perturbations of the code gener-
ated by the variational auto-encoder.

VAEs were applied with success to the problem of image genera-
tion, for instance within the DRAW model developed at Google by
Gregor et al. [20].
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Figure 11: Autoencoder

8.2.2 Adversarial networks

Adversarial networks were introduced by Goodfellow et al. [19] as an
original way of improving the capacities of a generative network to
simulate a given process.

In this context, two networks are considered:

1. The generative network G, which is trained to simulate a data
distribution D with D ⊂ G.

2. A classifier C, trained to recognize data in D. For an input x in
G, C is expected to return 1 if x ∈ D and 0 otherwise.

After an initial phase of isolated training of those two networks, so
as to have their weights properly initialized, they are further trained
by connecting them and training them with the following criterion:

• An example x is either chosen from the provided dataset or
synthesized by G,

• D tries to devise if x is a real datapoint from the provided
dataset or if it was synthesized,

• IfD is right, G receives a penalty, i. e. its parameters are updated
so as to better synthesize,

• If D is wrong, it receives a penalty, i. e. its parameters are up-
dated so as to better discriminate.
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Formally, D and G play a zero-sum game. Using this setup, it can be
theoretically shown [19] that the density estimated by G progressively
converges towards the original data distribution. In other words, G
learns to generate examples indistinguishable from the original data.

8.2.3 Style adaptation via adversarial training

Now that we have defined adversarial networks, we can see the style-
adaptation problem as a generative problem in adversarial context:
the prediction network indeed tries to simulate the playing of the live
musician.

To set up the architecture, we replace the lstms used previously by
their variational counterparts, as introduced by Bowman et al. [11].

Then, we use a classifier trained to discriminate between chromas
generated by the prediction system and chromas stemming from a
real musician. A possible choice for this classifier would be a Con-
vnet as they have proved very powerful at classification (e. g. on
MNIST [33]).

We can then use adversarial training to further adjust the prediction
network to the musician’s style.

8.3 evaluation

Three variants of our co-improvisation architecture should be com-
pared:

1. The vanilla architecture, were the prediction network is not fur-
ther trained during activity,

2. The “naive finetuning” architecture, in which traditional back-
propagation/gradient descent-based is performed in real-time
using the new examples continuously provided by the live mu-
sician,

3. The adversarial architecture, using a variational recurrent net-
work.

The go-to means of evaluating the effect of these training tech-
niques is via simple standard test error monitoring. Even better in
the case of an improvisation tool will be to have a musician try out
all variants and give feedback on each of them.
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We have presented a machine learning approach to musical scenario in-
ference, using deep recurrent neural networks. Deep lstms analyze time-
series at multiple time-scales and allow to perform predictions taking
these different time-scales into account. A network training pipeline
was set up, using the large Million Song Dataset. The computa-
tions are still running at the time being, with an hyper-parameter
optimization loop devising an appropriate architecture for the con-
sidered problem.

By using clustering methods, we can furthermore turn any given
sequence of chroma vectors into a sequence of abstract labels, thus
extracting a notion of underlying higher-level structure from these
chromagrams.

The presented tool could be used in conjunction with a so called co-
improvisation system, a system built to synthesize sequences based on
a corpus of examples, following some notion of temporal structure
learned on this corpus. Our tool could provide a co-improvisation
engine with a real-time, dynamic scenario, inferred for instance from
the music played by a live musician.

Thanks to this and without any prior knowledge of the music
played by the live human improviser, the co-improvisation tool, e.g.
Improtek, will be able to make predictions on the live musician’s
playing and introduce anticipation and transitions in the generated
accompaniment.

Finally, this architecture could be further optimized using real-time
training to perform style adaptation on a given musician. Two solutions
are envisioned, a rather naive one and a more complex one, which
makes use of adversarial training.

The results presented in this report are still prospective. The com-
putations associated with lstms are heavy and the training of the net-
works is not done yet. There is therefore still work to do on gathering
the quantitative results of the hyper-optimization loop and analyzing
those results.

Once this will have been done, the co-improvisation architecture
should be set-up and the style-adaptation schemes implemented. In
situ testing with a musician will then be required to asses the usability
and the advantages of the methods proposed.
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